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A bstract

In this paper, w e present a m ethod for recognition of
hu m an activity as a series of actions from an im age
sequ ence. T he diffi cu lty w ith the problem is that there
is a chicken-egg dilem m a that each action needs to be
extracted in advance for its recognition bu t the precise
extraction is only possible after the action is correctly
identifi ed. In order to solve this dilem m a, w e u se as
m any m odels as actions of ou r interest, and test each
m odel against a given sequ ence to fi nd a m atched m odel
for each action occu rring in the sequ ence. F or each ac-
tion, a m odel is designed so as to represent any activity
containing the action. T he hierarchical hidden M arkov
m odel (H H M M ) is em ploy ed to represent the m odels,
in w hich each m odel is com posed of a su bm odel of the
target action and su bm odels w hich can represent any
action, and they are connected appropriately . S everal
experim ental resu lts are show n.

1 Introduction

Recognition of h u m an activ ity in an im age se q u enc e
is a ch allenging fi e ld of stu d y . It h as m any ap p lica-
tions su ch as v isu al su rv e illanc e sy ste m s for se c u rity .
In som e of th e ap p lications, it is reasonab le or ne c -
e ssary to incorp orate a h ie rarch ical stru c tu re in re p -
re sentation of activ itie s, in w h ich a h u m an activ ity is
re p re sente d b y a com b ination of m u ltip le activ ity u nits,
or actions. T o b e sp e c ifi c , in th e re st of th e p ap er, w e
w ill u se th e te rm activity for re p re senting a se q u enc e
of actions, and an action for re p re senting a com p o-
nent m otion, su ch as “w alk ing”, “sitting”, “going into
a room ”, “read ing a b ook ” and so on.

T h is h ie rarch ical stru c tu re of h u m an activ ity p ose s
a d iffi c u lt p rob le m . T h e d ata giv en for a re cognition
sy ste m is m e re ly an im age se q u enc e . T h u s, in ord er to
re cogniz e each action ap p earing in th e giv en se q u enc e ,
it is fi rst ne c e ssary to id entify th e p ortion of th e se -
q u enc e su p p ose d ly corre sp ond ing to an action. How -
e v e r, in ord er to id entify and e x tract th e e x act p ortion
w h ere th e action occ u rs, it is ne c e ssary to u nd erstand
w h at action occ u rs in th e p ortion of intere st. T h is
p ose s a ch ick en-egg d ile m m a. M oreov er, in a serie s of
actions, th e b ou nd ary of each action is in general ob -
sc u re , and th u s is d iffi c u lt to id entify ; one action can
follow th e ne x t action im m e d iate ly , or e v en th e transi-
tion is sm ooth and ind iv isib le .

T h e re are m any re search e s ab ou t h u m an activ ity
re cognition. M ost of th e m d eal w ith re cognition of
a single action in th e ab ov e sense , w h e re th e inp u t se -

q u enc e contains only one action. A fe w re search e s d eal-
ing w ith th e ab ov e d iffi c u lty is th e one b y Ali and Ag-
garw al [1], in w h ich an activ ity se q u enc e is segm ente d
into sim p le actions, su ch as “w alk ing” and “sitting,”
b y a b ou nd ary search of th e actions b ase d on a sim -
p le v isu al c lu e su ch as th e angle of th e inc lination of
th e target’s b od y and legs. O b v iou sly , it is d iffi c u lt to
ap p ly to m ore com p le x actions. T h e re is also anoth er
w ay of d ealing w ith th e p rob le m , w h ich is re cogniz ing
an activ ity se q u enc e d ire c tly as a single action p attern.
How e v e r, d e p end ing on ap p lications, it is not p ractical
to m ak e u p all p ossib le action p atterns b e cau se of a
h u ge am ou nt of p ossib le com b inations.

In th is p ap er, w e p re sent a m eth od th at re solv e s th is
d iffi c u lty . T h e b asic id ea is to p re p are one m od e l for
each action, su ch th at th e m od e l can re p re sent th e to-
tal se q u enc e containing at least one oc c u rrenc e of th e
target action; in oth er p ortions of th e se q u enc e , any
action or any com b ination of actions m ay oc c u r. M ore
sp e c ifi cally , each m od e l is d e signed so th at it re p re -
sents a serie s of th re e su b -se q u enc e s, th e p re -action,
action and p ost-action se q u enc e s, and th e p re -action
and p ost-action se q u enc e s can re p re sent any action or
any com b ination of actions. In a re cognition p roc e ss, a
giv en se q u enc e is te ste d against e v e ry action m od e l in
an online m anner, and a m atch e d m od e l is search e d .
W h en a m atch e d m od e l is fou nd , its corre sp ond ing ac-
tion is id entifi e d ; not only oc c u rrenc e of th e action b u t
its ap p rox im ate starting tim e and d u ration are also
ob taine d . T h is search is carrie d ou t for e v e ry action
m od e l, and th ere fore if th e re are m u ltip le actions in
th e giv en se q u enc e , th e m e th od can id entify each of
th e m corre c tly in oc c u rrenc e ord er.

In ord er to im p le m ent th e ab ov e m od e l of th re e
su b -se q u enc e s, p re -action, action, and p ost-action se -
q u enc e s, w e u se th e h ie rarch ical h id d en M ark ov m od e l
(HHM M ). T h e oc c u rrenc e of each action is id entifi e d
b y lik e lih ood of th e se m od e ls. T h e starting tim e and
d u ration of th e action is m easu re d b y th e tim e se rie s
transition of th e m od e l lik e lih ood .

T h is p ap er is organiz e d as follow s. A b rie f introd u c -
tion of th e HHM M is sh ow n in S e c tion 2. T h e m e th od
for id entifi cation of actions is giv en in S e c tion 3. S e c -
tion 4 sh ow s se v e ral e x p e rim ental re su lts. S e c tion 5
conc lu d e s th e re search .

2 The Hierarchical Hidden M ark ov M odel

T h e h ie rarch ical h id d en M ark ov m od e l (HHM M )
w as fi rst p rop ose d in [3] as a h ie rarch ical v e rsion of th e
h id d en M ark ov m od e l. T h e HHM M consists of th re e
ty p e s of state s: internal state s, p rod u c tion state s and
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Figure 1: An ex am p le of the HHM M w ith
three lay ers.

end states, and am ong them there are three ty p es of
state transitions: horizontal, v ertical, and forced tran-
sitions.

F igure 1 show s an ex am p le of the HHM M . A state
w ithin the HHM M is d enoted b y qd

i , w here d is the hi-
erarchy lev el and i is the state ind ex . An internal state
m ay hav e sub m od els in its low er lay er. T he sub m od el
is an HHM M b y itself and consists of one or m ore in-
ternal states, or one or m ore p rod uction states and one
end state. T he p rod uction states outp ut sy m b ols in the
sam e w ay as the states of an ord inary HM M . T he end
state is the only state w here a forced transition arises.
T he horizontal transition is the intra-sub m od el state
transition, and it is d efi ned only b etw een the states b e-
longing to the sam e sub m od el. T he v ertical transition
is an inter-sub m od el transition and is alw ay s d ow n-
w ard ; it goes to a state in a m od el of a low er lay er.
T he forced transition is another inter-sub m od el tran-
sition and alw ay s giv es a p ath returning to the p arent
state of the sub m od el. T he transition p rob ab ilities for
the horizontal and the v ertical transitions are d efi ned
for each internal state qd as a v ector Πqd

and a m atrix

Aqd

, resp ectiv ely . T he p rob ab ilities that a p rod uction

state outp uts sy m b ols are rep resented as a m atrix Bqd

.
An HHM M is characterized w ith its structure and

the p rob ab ilities Πqd

, Aqd

and Bqd

. T he structure
em b od ies the hierarchy of sub m od els, the num b er of
states in each sub m od el, and the p ossib le outp ut sy m -
b ols. W hen creating an HM M M , these p rob ab ilities,

Πqd

, Aqd

and Bqd

, are d eterm ined b y learning w ith
giv en training seq uences. T he B aum -W elch algorithm
[4] is used for this learning, in w hich the lik elihood of
the training seq uences is m ax im ized .

3 Recognition of A ctivities

In this section w e d escrib e the m ethod to ex tract
a p articular action from a giv en activ ity seq uence b y
id entify ing the actions.

3.1 C onstruction of m odels of actions

T he HHM M fram ew ork is used to im p lem ent the hi-
erarchical structure of our p rob lem of recogniz ing ac-
tions. In our m od el of an activ ity , there are tw o com -
p onent sub m od els. T he one is called an action m od el,
w hich is created p er one action to b e recognized and
rep resents the sp ec ifi c action. T he other is called an

univ ersal m od el, w hich acts as a w ild card and can rep -
resents any action or ev en any com b ination of d iff erent
actions. T he top -lev el m od el, called an activ ity m od el,
has an action m od el and a univ ersal m od el as its sub -
m od els in a low er lay er. T he hierarchical structure is
im p lem ented d irectly b y the HHM M .

W e rep resent each action b y ωn, w here n ∈
{1, · · · , N} is the ind ex of actions. F or each action ωn,
there is a single corresp ond ing action m od el, w hich w e
d enote b y λa

n. S ince there are N actions, there are N

action m od els. T he structure of an action m od el λa
n is

m anually d esigned consid ering the nature of the action
ωn. T he p rob ab ilities in the d esigned structure of the
action m od el are d eterm ined b y learning using train-
ing seq uences b ased on the generalized B aum -W elch
algorithm .

W e rep resent the univ ersal m od el b y λu. T here is
only one univ ersal m od el in the sy stem . It is also m an-
ually d esigned so that it satisfi es the follow ing criteria.
F irst, ev ery sy m b ol is generated w ith the sam e p rob a-
b ility . In the univ ersal m od el, the lik elihood of oc cur-
rence of any action is constant assum ing if the d ura-
tions of actions are the sam e. S econd , the lik elihood
of oc currence of a p articular action ωn in the univ ersal
m od el is alw ay s low er than the lik elihood of the sam e
action in its corresp ond ing action m od el λa

n, and is al-
w ay s higher than the lik elihood of the sam e action in
other action m od els. Univ ersal m od el is used not only
as a sub m od el of a top -lev el m od el, b ut as a top -lev el
m od el b y itself, as w ill b e ex p lained in w hat follow s.

As d escrib ed , an activ ity m od el λn is the top -lev el
m od el and is com p osed of an action m od el λa

n and the
univ ersal m od el λu. T he connection of these sub m od -
els in an activ ity m od el is show n in F ig.2. T here are as
m any activ ity m od els as action m od els, and thus there
are N activ ity m od els. E ach activ ity m od el has a sin-
gle target action, w hich is characterized b y the action
m od el contained .

B ecause of the red und ancy realized b y the p resence
of the univ ersal m od el, an activ ity m od el ac q uires the
follow ing fl ex ib ility . W hen a giv en seq uence is im agi-
narily d iv id ed into three sub seq uences, p re-action, ac -
tion, and p ost-action seq uences, the univ ersal m od el in
the activ ity m od el d eals w ith the p re-action and p ost-
action seq uences, and the action m od el d eals w ith the
action seq uence. T hus, the m od el can rep resent any se-
q uence such that the action occurs any w here in it. If a
giv en seq uence contains a p articular action som ew here
in the seq uence, the activ ity m od el corresp ond ing to
the action returns a high lik elihood v alue, from w hich
it is id entifi ed that the action occurs in the seq uence.

3.2 R ecognizing occurrence of an action in a

sequence

Using the hierarchical m od el d escrib ed ab ov e, giv en
an ob serv ation seq uence O = {o1, · · · , oT }, w e id entify
actions b y calculating lik elihood of the seq uence for
each m od el. S p ec ifi cally , w e calculate the lik elihood
of the seq uence for each activ ity m od el P (O|λn) and
com p are it w ith that for the univ ersal m od el P (O|λu).
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Figure 2: Activity model. qa and qu are
states of the action model and the universal
model, respectively.

To be specific, we calculate the ratio

P (O|λn)/P (O|λu) (1)

at each time step of the sequence and check if the ra-
tio exceeds a threshold Pth. If the ratio exceeds the
threshold, we identify the action occurs there. The
time step at which the ratio exceeds the threshold gives
an approximate time of the occurrence of the action
(more likely, the end of the action).

3.3 E xtracting the subsequence associated

w ith the recognized action

In the above method of identifying actions in a given
sequence, approximate time of occurrence is obtained
in addition to their occurrence. However, they might
not have suffi cient accuracy depending on applications
in which more accurate start and end of the action
are necessary. We present a method for extracting the
accurate subsequence of the action.

Suppose that we have already identified the occur-
rence of a particular action in a given sequence. Then,
the start and the end of the action are searched using
the probability of the action occurrence.

Suppose a current state in the activity model cor-
responding to the time step t. There is a single state
corresponding to each time step (or the symbol at each
time step), which is determined only in a probabilistic
sense. Then, in order to define the start of the action,
we calculate the probability that the current state is
one of the states belonging to the action model of the
activity model, as follows:

Ps(O|λn) =
∑

q∈λa
n

p(the current state is q|o1, . . . , on).

(2)
This can be evaluated using the probability structure
of the same model used in the method in the last sub-
section. Then, we define the start of the action by
the time step at which the above probability exceeds
a threshold determined in advance. Also in order to
identify the end of the action, we calculate the prob-
ability that the current state is the end state of the
associated action model, as:

Pe(O|λn) = p(the current state is qe|o1, . . . , on). (3)

Then we define the end of the action by the time step
at which this probability attains its maximum value.

Because of the parallel structure of the assumed
models in the above method, it sometimes happens
that two or more different action models wrongly rec-
ognize two or more different actions simultaneously,
that is, those different actions are regarded to occur at
the same time. In that case, it necessary, it is possible
to select the most likely single model, by selecting the
model that yields the maximum possibility.

4 Exp erim ental Results

We applied the method to the problem of recogniz-
ing activities of a person sitting in a chair in front of a
desk. The recognition is performed based on the sub-
ject’s hand motion on the desk surface. Specifically,
trajectories of the subject’s hand are observed in an
image sequence and used. In order to obtain the tra-
jectories of hand motion, we use a tracking algorithm
based on the mean shift algorithm that tracks a region
of skin color in the image [2].

The trajectories extracted are transformed into a se-
quence of symbols. The image plane is divided into
8× 6 rectangular regions, and symbols are assigned to
each of them. Time is quantized using a constant in-
terval. Then, using the position of the subject’s hand
at each time step, the sequence of the associated sym-
bols is obtained from the trajectory. When the same
symbol appears iteratively for many times for a given
trajectory, they are suppressed into a shorter iteration
of the symbol. Thus, the index of a symbol in a se-
quence and its time step at which the symbol appears
correspond with each other in nonuniform manner. By
this method, computational complexity is considerably
reduced. P recisely, when there is a symbol repeatedly
appearing for k successive times, the k succession of
the symbol is represented (replaced) by a log

2
(k + 1)

succession of the symbols.
We define four actions and use them for recognition:

“reading a book”, “using P C ”, “drinking”, “scratching
the head. ¿ A sample image and trajectories of some
of these actions are shown in Fig.3. Activity models of
these actions are created as described in Section 3.1,
where N training sequences are prepared and used.
The training sequences are such that each sequence
has only a single target action. The thresholds are
manually chosen based on the results of the training
sequences.

Then a set of test sequences is acquired and used for
recognition experiments. Figure 4 shows an example
of a recognition result for a given sequence. The figure
shows time-series variation of the log-likelihood ratio
(1) about Ps and Pe whith respect to the sequence
for each of the four activity models. As is shown,
the likelihood ratio for each activity model varies at
each symbol. In the experiment we set the threshold
to be 10.0; occurrence of the action is identified by
checking whether the ratio of Pe has a maximum value
larger than 10.0. O nce an action is identified by this
thresholding, the start of the action is recognized by
searching the previous time step at which the ratio of
Ps exceeded 0. The intervals shown in the top of the
plots by the double-edged arrows show the actions ac-
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(a) drinking (b) scratching the head

(c) using PC (d) reading a book

Figure 3: Example of the trajectories for the
actions to be recognized.

tually performed by the subject. Those shown in the
bottom of the plots show the actions recognized by the
proposed method. It can be seen that except for a
few portions in which the recognized actions overlap
with each other, the recognition results mostly coin-
cides with the true actions performed. The method is
applied to many sequences and the results are checked.
Table 1 shows the rate of successful recognition.

T able 1: Recognition rate.

action drink scratch PC read
rate 1.00 0.88 0.92 0.90

5 Summary

We have shown a method for recognizing human ac-
tivities from a given image sequence. The motivation
of this research is to deal with the difficulty with recog-
nition of a sequence in which multiple actions can occur
in any possible order. In order to resolve the difficulty,
we create as many models as actions to be recognized,
and test each model against the given sequence to find
a matched model. The label of the matched model
yields the action performed in the sequence. Since this
test is done in a parallel manner for all the models, the
method works well when any combination of actions
occurs in any order in the sequence. The search of the
matched model is done by using the likelihood of the
sequence for each model. For each of the actions to be
recognized, we construct a model called the activity
model, in which there are three submodels, a model of
the target action, and two models for representing any
action called the universal model. Thus the model has
a hierarchical structure, and the HHMM is used for im-
plementing this structure. We have shown preliminary
experimental results, from which the proposed method
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Figure 4: Likelihood (precisely a likelihood
ratio) of a given sequence for each of the ac-
tivity models. The intervals in the top show
the actions performed by the subject, and
those in the bottom show the actions recog-
nized using the likelihood: p: using PC, d:
drinking, r: reading a book, and s: scratch-
ing.

does work well for the sequence in which multiple ac-
tions occur.
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