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A bstract

Face detectio n is o ne o f th e h o t research to p ics in C o m -

p uter Visio n, and greatly p rogressed in past decade. How-

ever, as far as we know, face detectio n in low-reso lutio n

im ages h as no t been studied (m o st sy stem detects faces

bigger th an 2 0×2 0 o r 2 4×2 4 p ixels). A co nventio nal Ad-

aB oo st based face detectio n m eth od (Vio la & Jo nes) can

detect m erely 3 2 % o f faces in 1 / 4 reso lutio n M IT +C M U

fro ntal face test set. In th is paper, we p ro po se a new face

detectio n m eth od fo r low-reso lutio n im ages by co m b ined

use o f two classifiers: o ne classifier detects faces and th e

o th er detects up per-bodies. T h ese classifiers are ap p lied

to m agnified low-reso lutio n im ages. T h e co m b inatio n o f

classifiers is realized by using a neural netwo rk. As th e

result, o ur m eth od ach ieved 8 3 % o f th e face detectio n rate

fo r th e 1 / 4 reso lutio n M IT +C M U test set.

1 Intro ductio n

In re c ent y ears, m any m eth od s for d e te c ting fac es in
gene ral sc enes are p rop ose d [1, 2, 3, 4]. T h ose m e th -
od s w ork e ffi c iently u nd e r v ariou s cond itions su ch as
illu m ination fl u ctu ation and containing m u ltip le fac e
d ire c tions. How e v e r, to d ate , d e te c tion of fac es in
low -re solu tion im ages h as not b e en e x p lic itly stu d ie d
as far as w e k now .

In th is p ap e r, w e p rop ose a new m e th od of fac e d e -
te c tion for low -re solu tion im ages. W e consid e r th at
th e p rop ose d m e th od can b e ap p lie d to m any ap p li-
cations su ch as fac e d e te c tion in su rv e illance im ages
th at often inc lu d e d istant fac e im ages.

2 C o nv entio nal m etho d

Recently , m any m eth od s for fac e d e te c tion are p ro-
p ose d . E sp e c ially , Ad aB oost b ase d fac e c lassifi e r b y
Viola [4] is w id e ly u se d in fac e d e te c tion research b e -
cau se of its sp e e d and ac c u rac y . Ad aB oost b ase d fac e
c lassifi e r is th ou gh t as one of th e stand ard m e th od s
for fac e d e te c tion. T h e re fore , w e u se Ad aB oost b ase d
fac e c lassifi e r for ou r re search . In th is se c tion, w e
sh ow th e re su lt of Ad aB oost b ase d fac e c lassifi e r’s
ap p lication to low -re solu tion im ages.

T o e v alu ate d e te c tion rate of conv entional m eth od
for low -re solu tion im ages, w e traine d and ap p lie d
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F igu re 1: Histogram of fac e siz e in M IT + C M U fac e
set

Ad aB oost-b ase d c lassifi e rs to th re e k ind of resolu tion
of M IT + C M U frontal fac e test set (130 im ages inc lu d -
ing 507 fac es): th ose sets are original siz e im ages, 1/2
resolu tion im ages, and 1/4 resolu tion im ages. T h e
1/2 and 1/4 resolu tion im ages are m ad e b y scaling
d ow n of original resolu tion im ages b y th e ’b ic u b ic ’
m e th od .

In th e e x p e rim ent, w e fi rstly traine d th re e
c lassifi e rs b y u sing th re e se ts of fac e im ages
(24×24,12×12,and 6×6 p ix e ls). T h en w e ap p lie d (1)
24×24 classifi e r to original im age s, (2) 12×12 classi-
fi e r to 1/2 re solu tion im age s, and (3) 6×6 classifi e r
to 1/4 re solu tion im age s re sp e c tiv e ly . Here , w e w ou ld
lik e to e m p h asiz e th at w e cannot ap p ly th e 24×24
classifi e r to 1/4 re solu tion im age s b e cau se it cannot
d ete c t 6×6 p ix e l fac e s in th e im age s. F ig.1 is th e
h istogram of th e siz e of fac e s containe d in th re e re so-
lu tion le v e ls of M IT + C M U frontal fac e te st se t. 1

S iz e of training d ata is th e m inim u m siz e of d e -
te c tab le fac e b e cau se in fac e d e te c tion p roc e ss, inp u t
im age p y ram id is m ad e b y scaling d ow n [2]. F u rth e r-
m ore , fac e s b igge r th an 24×24 p ix e l are h ard ly con-
taine d in 1/4 re solu tion M IT + C M U frontal fac e te st
se t, so it is m eaningle ss to ap p ly 24×24 fac e c lassifi e r
to 1/4 re solu tion set.

F ig.2 sh ow s av e rage d fac e s of th e th re e re solu tion
training sets (24×24,12×12,6×6 p ix e ls).

F ig.3 sh ow s R O C c u rv e s for th e th re e k ind s of re s-
olu tion im age s ob taine d b y u sing conv entional Ad -
aB oost m e th od . At th e p oint of 100 false p ositiv e s,
fac e d e te c tion rate falls from 89% to 32% as re solu tion

1The size o f a fa ce is d efi n ed a s 2 .4 tim es o f the in terv a l o f

b o th ey es.
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24×24 12×12 6×6

Figure 2: Averaged faces used for learning of classi-
fiers
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Figure 3: ROC curves obtained by applying conven-
tional AdaBoost method to MIT+CMU frontal face
test set

falls from 1/1 to 1/4. This result shows that we can-
not obtain suffi cient detection rate for low-resolution
images by simply applying conventional method.

3 Proposed method

As shown in Section 2, face detection by using con-
ventional method in low-resolution images is diffi cult.
Therefore, we use 1/4 resolution MIT+CMU frontal
face test set as evaluation images of detecting faces
in low-resolution images.

In this paper, we propose a new face detection
method for low-resolution images. Our method con-
sists of three techniq ues. 1. To use a classifier trained
with upper-body images instead of face images. 2. To
magnify an input image. 3. To combine two classi-
fiers. One is face classifier, the other is upper-body
classifier. W e show each details below.

3.1 U sing upper-b ody imag es

W e trained a classifier using 12×12 pixel upper-body
images instead of 6×6 pixel face images as training
data. The average image is shown in Fig.4. The size
of the face in an upper-body image is 6×6 pixel.

The idea of using upper-body classifier is based on
Torralba’s psychological experiment [5]. Their result
indicates that a man can recognize a face in a low-
resolution image well when using an upper-body im-
age than simple face image.

Then we applied 12×12 upper-body classifier to 1/4
resolution MIT+CMU frontal face test set. Fig.5 is
the result. For comparison, result of 6×6 face classi-
fier applied to 1/4 resolution MIT+CMU frontal face

Figure 4: 12×12 pixel averaged upper-body images
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Figure 5: eff ect of upper-body classifiers

test set is plotted too. (The data of 6×6 face classifier
is the same as Fig.3.)

At the point of 100 false positives, 6×6 face clas-
sifier detects merely 32% of faces, but 12×12 upper-
body classifier detects 42% of faces in the 1/4 resolu-
tion MIT+CMU frontal face test set. It can be said
that 12×12 upper-body classifier can detect faces well
as compared with 6×6 face classifier.

From this result, we thought to use only upper-
body classifier. However, by carefully seeing faces of
two classifiers detected, it turns out that two clas-
sifiers complement each other. E xample is Fig.6.
(i.e. there are faces that only one classifier detected.)
Therefore, we use not only upper-body classifier, but
also face classifier. In section 3.3, we will try to com-
bine these two classifiers to improve face detection
rate more.

3.2 Mag nify ing input imag es

Face detection rate for 1/4 resolution MIT+CMU
frontal face test set was improved by using 12×12
upper-body classifier. However, we thought 42% of

Figure 6: left:6×6 face classifier’s result. right:12×12
upper-body classifier’s result
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Figure 7: difference of the number of ”face coordi-
nates candidates”. :left two images contains 6×6 pixel
faces, right two images contains 24×24 pixel faces,

face detection rate is still low.

In face detection, two or more ”face coordinates
candidates” usually occurs around one face. This is
because a classifier judges as a face, even if position
and size changes somewhat. Two or more detection
coordinates generated around one face are merged,
and, finally turn into one face detection coordinates
to one face.

Fig.7 is detected results of 24×24 and 6×6 pixel
faces. ”Face coordinates candidates” in Fig.7 are
not merged. There are more ”face coordinates candi-
dates” in 24×24 pixel face than 6×6 pixel face. We
counted number of ”face coordinates candidates” by
applying face classifier to 100 of 24×24 face images
and 6×6 pixel face images respectively. For 24×24
pixel face images, average number of ”face coordi-
nates candidates” is 20. For 6×6 pixel face images,
average number of face coordinates candidates is 2.
This difference is the difference of robustness for po-
sition and size change. We thought this is one of
the reason why face detection rate for 1/4 resolution
MIT+CMU frontal face test set is so low.

So we magnify low-resolution input image and de-
tect faces by 24×24 face classifier. We magnified 1/4
resolution MIT+CMU frontal face test set by bicubic
to magnify smoothly, and applied 24×24 face classi-
fier and 48×48 upper-body classifier. In magnifica-
tion, we use 4 as a scaling factor. The result is Fig.8.
For comparison, the result before using magnifying is
plotted. As for face classifier, face detection rate is
improved from 32% to 78% at the point of 100 false
positives. As for upper-body classifier, face detection
rate is improved from 42% to 80% at the point of 100
false positives.

It turned out that face classifier and upper-body
classifier can improve face detection rate by magni-
fying input images. In next section, we improve face
detection rate furthermore, by combine use of two de-
tectors.

3.3 Combination of tw o classifiers

In this section, face detection rate is improved by
combination use of face classifier and upper-body
classifier.

Now, since there are two classifiers, two face-
likeness are calculated about the image judged to be
a face.

Making a final judgment based on this information
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Figure 8: effect of magnifying input images

means determining the domain of face and nonface
in the two dimension plane which takes face-likeness
which two classifiers output on both axes. In our
research, this is realized by a neural network. Face-
likeness is defined as below. hi(x) is a weak leaner and
αi is a weight of the weak learner. k is the number of
”face coordinates candidates” and i is the number of
weak learners.

zk =
∑

w ea k lea r ner s

αihi(x) (1)

Two or more ”face coordinates candidates” gener-
ated around one face is merged, and one coordinates
are made to correspond to one face finally in detection
process.

When merging cadidate locations,

Z =
∑

k

zk (2)

is calculated. This corresponds to a ”face coordi-
nates” which was made by merging ”face coordinates
candidates”. This value is thought as ”face-likeness”.

Now, two detectors are applied independently to an
input images and the 2D vector Z is obtained about a
image finally detected by merging the result further.
Final judgement is made by a neural network whose
input is this 2D vector Z.

As for training data of a neural network, about
10000 images (these images contain both faces and
nonfaces) with a 2D vector Z were obtained by apply-
ing two detectors to 6570 general images containing
faces. We trained a neural network to separate these
images appropriately. Number of neurons of input
layer, hidden layer, and output layer are 2, 8, and 1
respectively.

Here, we summarize briefl y procedure of proposed
method.

• Magnifying an input low-resolution image by a
factor of 4, by using ’bicubic’ method.

• Applying two classifiers to the magnified image.
The first classifier (trained by 24×24 pixel size
face images) is for detecting faces, and the second
classifier (trained by 48x48 pixel size upper-body
images) is for detecting upper-bodies.
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Figure 9: effect of combination of two classifiers

• Combining outputs of two classifiers using a
three-layer neural network.

• Determining sizes and positions of faces in the
input low-resolution image.

We applied the proposed method to the 1/4 reso-
lution MIT+CMU frontal face test set. Fig.9 shows
the experimental result. As shown in the Fig.9, the
conventional method detects only 32% faces at 100
false positives, the proposed method can detect 83%
faces at the same false positives. We show the result
images of 1/4 resolution MIT+CMU frontal face test
set.

Fig.10 shows faces detected in 1/4 resolution
MIT+CMU frontal face test set by the proposed
method. As shown in Fig.10, it is very difficult to
find faces if we see only face regions.

Fig.11 shows the results of the experiment. Three
images are (from the top to bottom) the original res-
olution image, 1/4 resolution image detected by con-
ventional method and 1/4 resolution image detected
by the proposed method.

Figure 10: Faces in 1/4 resolution MIT+CMU set
detected by proposed method

4 Conclusion and future work

We proposed a new method consists of three tech-
niques for face detection in low-resolution images.
And we showed that conventional method can detect
only 32% of faces in 1/4 resolution MIT+CMU frontal

face test set, but our proposed method can detect 83%
of faces in MIT+CMU set.

In this paper, we use 1/4 resolution MIT+CMU
frontal face test set as evaluation images. As shown
in Fig.1, face of various sizes exists in this set. The
effect of proposed method may differ according to the
size of a face. Systematic evaluation according to the
size of a face is a future work.

Figure 11: Experimental results (Top: original image,
Mid: 1/4 resolution images and detected results by
conventional method, Bottom: 1/4 resolution images
and detected results by proposed method)
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