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Abstract

This paper describes a new approach for passive meas-
urements of specular surfaces, in which the range and 

shape of specular surfaces are obtained from virtual im-
ages of pattern boards taken by the camera.  In the 

approach, structured patterns displayed on two boards are 

acquired with a camera through the specular surface and 
each reflection point on the object is located geometrically 

using the triangulation principle without any prior 

knowledge of the coordinates of other reflection points.  
This feature enables us to obtain a high spatial resolution 

of detection with a high accuracy.   

1 Introduction 

Many measurement methods using laser light projec-

tion have been proposed. Nakagawa et al. scanned with a 

spotlight to detect solder surfaces [1]. Sanderson et al. and 

Nayer et al. proposed the structured pattern highlight 

analysis [2,3], where the light source array is moved 

around the object and changes in highlightdistributions 

are analyzed. Kuroda et al. project a slit of light onto a 

specular surface and the object shape is restored from ac-

quired images [4]. Miyake et al. calculate the object shape 

after detecting reflecting angles of LED projection light 

[5]. In another approach, the distortion of images ac-

quired for the lattice pattern projection is observed and 

analyzed [6]. All of these techniques can be categorized as 

active methods for specular surface measurements. Such 

active methods require laser light scans and camera rota-

tion, which may reduce the spatial resolution.  

Some passive approaches have also been reported.  Ye 

et al. observe the virtual image of a coded lattice pattern 

through the specular surface [7]. They obtain the normal 

direction distribution on the surface and then calculate the 

surface shape from the distribution under the assumption 

that the reflection on the reference surface is set before-

hand. The light source must be set far from the surface to 

get high accuracy. Nishimura et al. used a light source 

with an M configuration pattern [8]. Wang et al. and Ya-

mamoto et al. proposed an approach where the coded 

pattern is observed by the camera and the reference sur-

face for calculating the normal direction at each reflection 

point is corrected using the known normal direction at the 

nearest reflection position [9,10]. This is a good idea, 

however, measurement errors may accumulate as the dis-

tance increases between the reflection point and the initial 

position on the object surface, whose coordinates must be 

exactly calibrated beforehand. Our colleagues, Oshima et 

al., proposed a theory where both the position and normal 

direction at each reflection point are detected individually 

by resolving the differential equation without any prior 

knowledge [11]. Savarese et al. derive first to third order 

derivatives to locate the surface shape. They used the 

regular grid and triangular patterns as a calibrated scene 

[12]. In these two approaches, it seems that the robustness 

to noise and distortion in images is not high enough. 

On the other hand, approaches for surface shape detec-

tion using images acquired from various viewpoints have 

been reported. Chin et al. and Blake eliminate highlight 

components from the images taken from some viewpoints 

to extract diffusion components from the images [13,14]. 

Bhat et al. eliminate highlight components with the sur-

face roughness parameter known beforehand [15].  Oren 

et al. proposed the idea of taking virtual images of refer-

ence patterns by rotating the camera around the object 

[16]. Changes in pattern positions observed in images are 

considered in the analysis for restoration of the surface 

shape.  In their approach, reference patterns should be set 

very far from the object so that the light incident to the 

object can be assumed to be parallel. 

Normal direction detection using dependence of the 

polarization rotation angle on the light incident angle has 

been tried by Koshikawa et al. [17] and Wolff et al. [18].  

The reflectance ratio must be known beforehand and the 

reflection point cannot be directly obtained. 

In this paper, a new passive approach is proposed where 

structured patterns displayed on two boards are taken with 

a camera through the specular surface and each reflection 

point on the object is located geometrically by means of 

the triangulation principle without any prior knowledge of 

the coordinates of other reflection points.  

2  Principle 

In our approach, structured patterns on two boards are 
acquired with a camera, and both the position and the 
normal direction at each reflection point on the object are 
calculated directly using the triangulation principle. Figure 
1 shows the principle of our technique for surface meas-
urements of specular objects such as a mirror. The 
principal point of the camera lens is set at the origin of the 
coordinate system. One pattern board, P1, is set along the 
x-axis and the other board, P2,  is located at distance t from 
board P1. The structured pattern is displayed on both 
boards.  First, the virtual image of board P1 is acquired 
with the camera and then, on the pattern, the position 
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matching each camera pixel is located. The same proce-
dure is performed for board P2 . Let matches on the boards 
corresponding to common image pixel position i be p1 and 
p2 as depicted in Fig.1. The light beam going through both 
p1 and p2 is given by  

                       ,                    (1)

                        
where s1 and s2 are the x-coordinates of p1 and p2. After 
the light is reflected at point A, it passes through the lens 
principal point and is incident to image point i. This re-
flected light beam is given by  

                                            
                     ,                      (2)

where L is the optical axis length, ix the image point, i0 the 
optical axis point coordinate, and  the conversion pa-
rameter relating a pixel of the image to real image size on 
the image sensor. The position of point A is determined as 
the intersection of the trajectory from p2 to p1 given by (1) 
and that from the lens principal point to the image point 
given by (2). 
 Thus, each reflection point on the object is located geo-
metrically using the triangulation principle. 

Figure 1.  Measurement principle 

3  Correspondence Problem 

In the conventional method for determining the corre-

spondence between the camera image and the reference 

pattern, the local brightness distribution for each pixel in 

the image is compared with that of the reference pattern  

and the image position having the highest similarity is 

found. W hen an LCD board is used as the reference pat-

tern and a camera with the sensor array such as a CCD is 

used, a Moire pattern may appear in the camera image.  

It is sometimes strong, depending on the camera and 

board configurations, and the output signal at each pixel 

from the camera is not necessarily proportional to the 

brightness at the corresponding position on the LCD board.  

For this reason, conventional techniques for finding the 

correspondence between the board pattern and the image 

based on the similarity of the brightness can hardly be 

applied. To overcome this problem, we use a phase shift 

technique. Structured patterns of the triangle saw-wave are 

displayed on the board. Figure 2 shows an example of  

the patterns. The patterns are acquired with the camera as 

the phase of the wave is repetitively changed from 0 to 2

with the spacing of 1/15 period. As the phase of the pat-

tern is changed, the brightness at each pixel changes with 

the function of the triangular saw-wave. The change is 

approximated to a polynomial equation and the phase with 

local maximum at each camera pixel is obtained from 15 

images. The position on the board with the same phase 

value as that for each pixel is determined as the match to 

the pixel.  In this way, the correspondence between the 

pattern and the camera image can easily be found without 

any influence of the Moire effect. Figure 3 shows an ex-

ample of correspondence results.  

Figure 2.  The pattern displayed on the pattern board. 

Figure 3.  An example of the correspondence results. 

4  Experiments 

 A camera with the lens focal length of 25 mm was used 

in experiments.  The camera position and direction were 

adjusted so that as wide a view of the pattern boards as 

possible could be taken, and then the camera was cali-

brated just before the measurement. A 3x3 spatial filtering 

was applied to the acquired images to reduce noise in 

them.   

Figure 4 shows detection results for a flat mirror set 245 

mm from the x-axis, where  (u,v) are the coordinates of 

reflection points. The principal point of the camera is 

(-51.1,34.0) and the orientation tan  is -0.980. The thin 

broken line is the true reflecting surface estimated from 

the mechanical setting of the mirror. It is clear that the 

position and shape are almost exactly detected. Figure 5 

shows the result in the Fig.4 partially enlarged. The domi-

nant errors with a repetitive change are quantization ones, 

due to digitalization in the LCD display and image acqui-

sition.  They are probably dependent on the spacing of 

image sensor elements and that of the luminous elements 
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of the pattern board. The average of errors of the meas-

ured reflecting points from the true distribution is about 

0.2 mm, and the standard deviation is about 0.31 mm. The 

order of quantization errors is estimated to be ±0.7 mm.  

Figure 6 shows the normal direction distribution on the 

surface. The thin broken line is the true distribution. The 

errors are within ±0.1 degree and are mostly due to quan-

tization.  

Figure 4.  Detected results for the flat mirror.   

Figure 5.  The result from Fig.4 partially enlarged. 

Figure 6. The normal direction distribution on the 

Surface.

Detected distributions of reflecting surface positions for 

a curved mirror are shown in Fig. 7. The radius of the 

mirror is 304.8 mm. The thin broken line shows the re-

flecting position distribution evaluated by considering the 

true shape and mechanical setting of the object. The prin-

cipal position of the camera is (-18.55,3.70) and the 

orientation tan  is -0.986. The shape of the surface ob-

served almost perfectly agrees with the broken line. 

Figure 8 shows the display in Fig.7 partially enlarged.     

The standard deviation is ±0.08 mm. The orders of domi-

nant quantization errors and variation errors are estimated 

to be ±0.3~0.5 mm and ±0.5 mm, respectively. They tend 

to decrease as the position becomes farther from the center 

of the mirror. Figure 8 shows the normal direction distri-

bution on the surface. It is clear that the direction angle 

changes linearly to the reflecting position coordinate.  

Figure 7.  The detection distribution of the curved mirror 

surface

Figure 8.  The display in Fig.7 partially enlarged.  

Figure 9. The normal direction distribution of the 

surface.
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5  Discussion

The quantization errors appeared dominantly in the ex-

perimental results. They are caused by digitalization in the 

LCD display and image acquisition as mentioned in sec-

tion 4. The dot pitch of the LCD display board used in 

experiments was 0.29 mm and the spacing of image sen-

sor elements in the camera used was 0.02 mm. Here, let’s 

estimate the order of the quantization errors using Fig.10 

where J depicts the intersection between the beam trajec-

tory from the pattern board to the surface and that incident 

to the camera after reflecting at the surface. The position 

of J changes from B to F. BC is given by  

                    ,                       (3)

where t is the distance between two pattern board posi-

tions and h the distance from the mirror surface to the 

pattern board. When the dot pitch of the board is 0.3 mm, t 

is 60 mm and h is 260 mm, BC is calculated to be 2.9 mm. 

If the camera direction is 45 degrees, GF is about 1.45 mm. 

That is, the quantization error is estimated to be about 

0.7mm.  

The order of estimated quantization errors for the detec-

tion of the flat mirror in the experiment mentioned in the 

previous section is about ±0.8 mm, which is almost equal 

to that in the experiments. If a large spatial filter is applied 

to the input images, many of the step-wise dominant er-

rors due to the quantization should be eliminated. 

However, the large filtering may greatly reduces the spa-

tial resolution. Eliminating the quantization errors requires 

a display with a smaller dot pitch and a camera with small 

spacing sensor elements. This requirement will be satis-

fied in future because a LCD board with the smaller dot 

pitch and a camera with high-density sensor elements 

have appeared on the market. 

Figure 10.  The estimation of the quantization errors. 

6  Conclusions 

This paper has described a new approach for specular 

surface measurements, in which the range and shape of 

specular surfaces are obtained from virtual images of two 

pattern boards taken by a camera through the surfaces.  

Each reflection position on the surface can be located 

geometrically using the triangulation principle without 

any prior knowledge of the coordinates of other reflection 

points.  One of the best features of our technique is that 

the detection principle is simple and does not contain am-

biguity.  Another feature is that it enables us to obtain a 

high spatial resolution of  detection by using the phase 

shift technique.  The weak point is that the quantization 

error appears in detection results as mentioned above.   

The presented approach paves the way for the inspec-

tion of specular surfaces, such as glass mirrors and 

polished metal as well as a specular ceramic material. 
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