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A b stract

Motion blur arises when the object motion is fast rel-
ative to the shutter time of the camera. In this work,
we p ropose a method to estimate the speed of mov-
ing vehicles from sing le still images based on motion
blur analy sis for the p urpose of traffi c law enforcement.
T he blur parameters are estimated from a sing le mo-
tion blurred image and then used to calculate the speed
of the moving vehicle in a scene. F irst, the motion
d irection of the vehicle is estimated using image grad i-
ent information and the orientation of the motion blur
is simp lifi ed to a one-d imensional case by image rota-
tion and rectifi cation. T he length of the motion blur
is then estimated by ed ge d etection and blurred ed ge
analy sis. F inally , the speed of the moving vehicle is
calculated accord ing to the imaging geometry , camera
parameters, and the estimated blur parameters. E x-
perimental results are p resented for both synthetic and
real images.

1 Introdu ction

One major purpose of vehicle speed estimation is to
provide a variety of w ay s that law enforcement ag en-
cies can enforce traffi c speed law s. T he most popu-
lar methods include using R A D A R (R adio D etection
A nd R ang ing ) and L ID A R (L aser Infrared D etection
A nd R ang ing ) devices to detect the speed of a vehicle.
R A D A R devices b ounce a radio sig nal off to a mov-
ing vehicle, and the refl ected sig nal is pick ed up b y a
receiver. T he traffi c radar receiver then measures the
freq uency diff erence b etw een the orig inal and refl ected
sig nals, and converts it into the speed of the moving
vehicle. A L ID A R device times how long it tak es a
lig ht pulse to travel from the L ID A R g un to the ve-
hicle and b ack . B ased on this information, L ID A R
can q uick ly fi nd the distance b etw een the g un and the
vehicle. B y mak ing several measurements and com-
paring the distance the vehicle traveled b etw een mea-
surements, L ID A R can determines the vehicle’s speed
accurately .

B oth of the ab ove methods use active devices, w hich
are usually more ex pensive compared to a passive cam-
era sy stem. In the real situations, an additional cam-
era mig ht b e req uired to tak e a picture of the moving
vehicle for law enforcement evidence. In this w ork ,
w e propose an approach for vehicle speed estimation
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b ased on a sing le imag e tak en b y a still camera. T he
b asic ideas are as follow s. D ue to the relative motion
b etw een the camera and the moving vehicle, motion
b lur w ill appear on the dy namic reg ions of the imag e
b ecause of fi nite ex posure time. F or any fi x ed shutter
speed (or ex posure time), the moving distance of the
vehicle is proportional to the amount of b lur caused
b y the imag ing process. T hus, if the parameters of the
motion b lur (e.g ., the leng th and orientation of the mo-
tion b lur) can b e identifi ed, it is possib le to recover the
speed of the moving vehicle according to the imag ing
g eometry .

D epending on the imag ing process, imag e deg ra-
dation caused b y motion b lur can b e classifi ed as ei-
ther spatially invariant or spatially variant distortions.
S patially invariant distortion means that the imag e
deg radation model does not depend on the position
in the imag e. T his ty pe of motion b lurred imag es is
usually a result of camera movement during the imag -
ing process. R estoration of spatially invariant motion
b lurred imag es is a classic prob lem and several ap-
proaches have b een proposed in the past few decades
[6 , 7 , 2 , 9 ]. T he g oal is to fi nd the point spread function
(P S F ) of the b lurring sy stem and then use deconvolu-
tion techniq ues to restore the ideal imag e. In the case
of imag e deg radation under uniform linear motion [3 ],
S epian [7 ] presented a method to estimate the b lur
parameters using parallel lines of zeros in the F ourier
transform of the b lurred imag e. S ondhi [6 ] introduced
cepstrum, the F ourier transform of log arithm, to cal-
culate the distance b etw een the zeros.

F or the spatially variant distortions, the P S F w hich
causes the deg radation is a function of position in the
imag e. T his ty pe of motion b lur usually appears in the
imag e containing fast moving ob jects and recorded b y
a static camera. Imag e restoration of spatially variant
b lur is considered as a more diffi cult prob lem compared
to the spatially invariant case and is addressed only b y
a few researchers. T ull and K atsag g elos [8 ] presented
an iterative restoration approach for imag es b lurred b y
fast moving ob jects in an imag e seq uence. K ang et al
[4 ] proposed an imag e deg radation model w ith mix ture
of b oundaries in the moving direction of the ob ject.

2 M athematical M odel of L inear M o-
tion Blu rring

T he most commonly used linear model (not neces-
sarily spatially invariant) for imag e b lur is g iven b y

g(x , y ) =

∫
∞

− ∞

∫
∞

− ∞

h(x , α , y , β )f(α , β )d α d β (1 )
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where h(x, α , y , β ) is a lin ea r P S F , f(x, y ) is the id ea l
im a g e, g(x, y ) is the o b serv ed im a g e [1]. If we co n sid er
the sp a tia lly in v a ria n t c a se o f u n ifo rm lin ea r m o tio n
a lo n g the x d irec tio n , the P S F h(x, y ) is g iv en b y

h(x, y ) =

{

1/ R, |x| ≤ R/ 2
0, o therwise

(2)

where R is the len g th o f the m o tio n b lu r. In the c a se
o f m o tio n b lu r c a u sed b y a n o b jec t m o v in g in fro n t o f
still b a ck g ro u n d (i.e., sp a tia lly v a ria n t c a se), E q . (2)
c a n o n ly a p p ly to the to ta l b lu r reg io n s o f the im a g e.
F o r the b lu r reg io n s c a u sed b y m ix tu re o f the m o v -
in g o b jec t a n d the still b a ck g ro u n d , a sp a tia lly v a ria n t
lin ea r m o tio n b lu r m o d el sho u ld b e a d o p ted .

N ow, su p p o se a n o b jec t m o v es a d ista n ce R a lo n g
the ho riz o n ta l a x is o f the im a g e, then the b lu rred im -
a g e g(x, y ) is g iv en b y

g(x) =
1

R
{(R − R′)fb(R

′) +

∫ R′

0

f(x − ρ)d ρ} (3 )

a n d

g(x) =
1

R

∫ R

0

f(x − ρ)d ρ (4 )

fo r the c a se o f x < R (with the m ix tu re o f u n k n own
b a ck g ro u n d ) a n d x ≥ R (witho u t the m ix tu re o f u n -
k n own b a ck g ro u n d ), resp ec tiv ely , where fb(x, y ) is the
u n k n own b a ck g ro u n d a t the p o in t (x, y ). In the im p le-
m en ta tio n the m o tio n d irec tio n will b e id en tifi ed fi rst
a n d the im a g e will b e rec tifi ed a c c o rd in g ly .

S u p p o se there a re K p ix els shift in the b lu rred im -
a g e, then we ha v e

(K + 1)g[i] =

i
∑

j= 0

f [j] + (K − i)fb[i], fo r i < K (5 )

a n d

(K + 1)g[i] =
K

∑

j= 0

f [i − j], fo r i ≥ K (6 )

where g is the b lu rred im a g e, f is the o rig in a l id ea l im -
a g e, a n d fb[i] is the v a lu e o f the u n k n own b a ck g ro u n d
p ix el a t i. T herefo re, g[i] is g iv en b y the a v era g e o f
the rig ht-ha n d sid es o f eq u a tio n s (5 ) a n d (6 ) fo r i < K
a n d i ≥ K, resp ec tiv ely . T ha t is,

g[i] =
1

K + 1
(

i
∑

j= 0

f [j] + (K − i)fb[i]), fo r i < K (7 )

a n d

g[i] =
1

K + 1

K
∑

j= 0

f [i − j], fo r i ≥ K (8 )

F o r the sp ec ia l c a se tha t a ll b a ck g ro u n d p ix els a re
the sa m e, i.e., fb[i] = A fo r a ll i, we ha v e

g[i] =

{

1
K+ 1 (

∑i

j= 0 f [j] + (K − i)A), fo r i < K
1

K+ 1

∑K

j= 0 f [i − j], fo r i ≥ K

(9 )
T he a b o v e eq u a tio n s c a n b e u sed to resto re f fro m g
a n d the resu lts a re g iv en b y

f [i] = (K + 1)(g[i] − g[i − 1]) + A, fo r k < K (10)

F ig u re 1: B lu r len g th estim a tio n (the id ea l c a se)

a n d

f [i] = (K + 1)g[i] − (f [i − 1] + · · · + f [i − K]),

fo r k ≥ K (11)

where f [i] c a n b e so lv ed rec u rsiv ely . T hu s, the id ea l
im a g e c a n b e fu lly resto red p ro v id ed tha t the n u m b er
o f shift p ix els a n d the in ten sities o f the b a ck g ro u n d
p ix els a re k n own .

3 Motion Blur Parameters Estimation

T o u se a m o tio n b lu rred im a g e fo r v ehic le sp eed
estim a tio n , the req u ired b lu r p a ra m eters in c lu d e the
m o v in g d irec tio n o f the v ehic le a n d the len g th o f the
m o tio n b lu r. T hese b lu r p a ra m eters will b e u sed n o t
o n ly fo r the v ehic le sp eed d etec tio n , b u t a lso fo r im a g e
d eb lu rrin g .

3.1 Motion Direction Estimation

F o r m o st c a ses, the m o v in g d irec tio n s o f v ehic les a re
p a ra llel to the im a g e ho riz o n ta l sc a n lin es. H owev er, if
a v ehic le is m o v in g u p hill o r d own hill su ch tha t the m o -
tio n is n o t a lo n g the ho riz o n ta l d irec tio n in the im a g e,
then the d irec tio n o f m o tio n b lu r ha s to b e id en tifi ed .
T o estim a te the m o tio n d irec tio n o f the m o v in g v ehic le
in the im a g e, we u se a m etho d sim ila r to Y itzha k y et

a l ’s wo rk [9 ]. S in ce fo r lin ea r m o tio n o f a scen e the
b lu rrin g eff ec t m a in ly o c c u rs in the m o tio n d irec tio n ,
the in ten sity o f hig h freq u en c y c o m p o n en ts a lo n g this
d irec tio n is d ecrea sed . T ha t is, a d eriv a tiv e o f the im -
a g e in the m o tio n d irec tio n sho u ld su p p ress m o re o f
the im a g e in ten sity c o m p a red to o ther d irec tio n s. T o
id en tify the m o tio n d irec tio n , we co n sid er a d isc rete
a p p ro x im a tio n o f the d eriv a tiv e in the θ d irec tio n rel-
a tiv e to the ho riz o n ta l p o sitiv e d irec tio n g iv en b y

∆f(i, j)[θ degrees] = f(i′, j′) − f(i, j) (12)

where f(i′, j′) is a v irtu a l p ix el in a d irec tio n θ d e-
g rees fro m the p ix el f(i, j) a n d its in ten sity c a n b e
a p p ro x im a ted b y the n eig hb o rin g p ix els u sin g b ilin ea r
in terp o la tio n . T hu s, the m o tio n d irec tio n θ rela tiv e
to the im a g e ho riz o n ta l a x is is id en tifi ed b y m ea su rin g
the d irec tio n where the to ta l in ten sity o f the im a g e
d eriv a tiv e is the lowest.

3.2 Motion L eng th Estimation

T o estim a te the m o tio n len g th o f the v ehic le, i.e.,
the len g th o f the m o tio n b lu r, the b lu rred im a g e is
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Figure 2: Blur length estimation (the real scene)

first rectified according to the motion direction of the
vehicle to create a new blurred image with horizontal
motion direction. To avoid the error introduced by
the resampling process, the images are rectified only if
the angle between the motion direction and the hori-
zontal image scanlines is larger than 5 degrees in the
implementation.

It is well known that the response of a sharp edge to
an edge detector is a thin curve, whereas the response
of a blur edge to the same edge detector spreads a
wider region. A s illustrated in Fig. 1, for the mo-
tion blur caused by moving an object in front of static
background, the edge detection result can be used to
estimate the length of the motion blur. It is also clear
that the blur extents are the same for the left and right
sides of the moving object in the ideal case. To cal-
culate the blur length (in the horizontal direction), a
subimage enclosing the moving object is first extracted
from the original image (See Fig. 2). Sobel edge detec-
tor is then applied on the subimage to find the width
of the left and right blur regions. Ideally, there will
be two edges with the same width (which correspond
to the left and right partial motion blurred regions)
for each image scanline. Thus, by finding the mode of
the edge widths in the image, the blur length can be
obtained by the corresponding edge width.

To find the motion length for the real scenes, the
intensity variation inside the object region should be
suppressed. The steps of the algorithm for robust es-
timation of motion length is given as follows:

1. C alculate the summation of the edge widths for
each row, and find the mode of the summations
for the whole image.

2. Set Edgewidth as half of the edge width corre-
sponding to the mode derived in Step 1. Set the
number of iterations.

3. C ompare the summation of the edge widths for
each row with 2 ·Edgewidth. R ecord the summa-
tions which are larger than 75% of 2 ·Edgewidth.

4. Find the mode of the above summations for the
whole image and replace Edgewidth with half of
the corresponding summation.

5. G o to Step 2. and repeat until Edgewidth con-
verges or the pre-defined number of iterations is
reached.

In the experiments it takes typically less than 15 it-
erations to make Edgewidth converge. The estimated
blur length with ±2 pixels of error are used for image
deblurring. The blur length corresponding to the most
focused image from the deblurred images is then used
for the vehicle speed estimation.

4 Vehicle Speed Estimation and Error
A naly sis

The proposed method for vehicle speed estimation
is based on a pinhole camera model. W e consider the
case that the vehicle is moving along a direction per-
pendicular to the optical axis of the camera. A s shown
in Fig. 3, the displacement of a moving object can
be computed using similar triangles for a fixed cam-
era exposure time. The relationship between the dis-
tance of the object movement d (in pixel) and the blur
length K (in pixel) during a period of time is given
by d/(Ksx) = z/f , where z is the distance from the
camera to the moving vehicle and f is the focal length
of the camera. If the shutter speed of the camera is T
seconds and the pixel size of the C C D in the horizontal
direction is sx, then the speed v of the moving vehicle
can be calculated by

v =
d

T
= z

Ksx

Tf
. (13)

In the above equation, sx and f are the internal
parameters of the camera. sx should be assigned ac-
cording to the manufacturer’s data sheet and f can be
obtained either from camera settings or camera cali-
bration. T is given by the camera setting. The dis-
tance z between the moving vehicle and and the cam-
era is a constant and should be measured physically.
Thus, the only unknown parameter is K, which should
be estimated to complete the speed estimation of the
moving vehicle.

A ccording to Eq. (13), the correctness of the speed
measurement depends on all of the five parameters.
The most important factor is the accuracy of the shut-
ter speed of the camera. If the shutter speed is set as Ti

seconds, but actual value is Ta seconds, then the mea-
sured speed of the moving vehicle will be Ta/Ti times
of the actual speed. A s an example of Ti = 1/200 sec-
onds and Ta = 1/150 seconds, the measured speed is
33% faster. In this work, it is assumed that the shut-
ter time of a state-of-the-art digital camera is accu-
rate enough for the speed measurement. To verify the
shutter speed accuracy of the digital camera used in
the experiments, we also take a picture of a turntable
with constant angular velocity and observe the dis-
placement of a marker on the fringe. The result shows
that the accuracy is within an acceptable error range
(about 5% ) at the shutter speed of 1/100 and 1/200
seconds.

A nother important issue on the correctness of the
speed estimation is the error introduced by digitization

L

fz

K

d

Figure 3: Pinhole camera model for speed estimation
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Figure 4: Experimental result of synthetic images

of the motion blurred images. O ne pixel difference on
the motion length creates a speed measurement dif-
ference of (zsx)/(Tf) by Eq. (13). This implies that
the smaller the cell size of the CCD sensor the more
accurate result we will get for the motion length of
one pixel blur. Currently this problem is mitigated by
taking higher resolution images.

5 Experimental Results

In the first experiment, a synthetic image with an
object moving in front of static background is pre-
sented. As shown in Fig. 4, a rectangular object is
overlaid on a real scene, and a motion blurred image
with 35 pixels of horizontal blur length is created. The
deblurred image is restored using Weiner filter with the
best focused result. If the image restoration is applied
on the whole image, some ringing effects will appear
when the object region is deblurred. O ne way to avoid
this problem is to segment the blurred object region
from the background and then apply image restora-
tion on the segmented region. The restored image is
shown in the right figure.

The second experiment is carried out using an ob-
ject moving in the laboratory environment. As shown
in Fig. 5 (left), an object is moving at a constant speed
from left to right in the scene. The camera parame-
ters for the experiment are: focal length 12 mm, pixel
size 0.011 mm, shutter speed 1/32 seconds. From the
motion blur parameter estimation, the length of the
motion blur is found as 65 pixels and thus the speed
of the object is computed as 1230 mm/ sec. Compared
to the measured speed of 1280 mm/ sec., it is less than
5% of error.

The last experiment is performed for the highway
vehicle speed estimation. The actual speed of the ve-
hicle is approximately 100 – 110 km/ hr (the speed limi-
tation is 110 km/ hr). Fig. 5 (right) shows the recorded
motion blurred image. The distance from the camera
to the vehicle, focal length, shutter speed, and the es-
timated number of blurred pixels are 5.4 m, 9 mm,
1/100 seconds, and 40, respectively. Thus, the speed
of the vehicle should be approximately 117.5 km/ hr.

6 C onclusion

M ost commonly used methods of vehicle speed esti-
mation for law enforcement purposes include RADAR
and L IDAR devices. They are both active devices and
more expensive compared to passive camera systems.
In this paper we propose a vehicle speed estimation
approach using a single motion blurred image. The

Figure 5: M otion blurred images for indoor (left) and
outdoor (right) scenes

motion blur parameters are estimated and then used
to detect the speed of the moving object according to a
pinhole camera model. Experimental results have been
presented for both synthetic and real images. The re-
sult shows less than 10% of error for highway vehicle
speed measurement. Thus, the proposed method can
be used for law enforcement agencies to enforce traf-
fic speed laws. Since the method uses only a passive
camera, it will not be detected by some anti-detection
devices. In addition to the application on vehicle speed
estimation, our method can also be used for speed mea-
surement of general moving objects such as baseballs
or athletes.
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