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Abstract

In reconstructing 3-D from images based on feature
p oints, one usually defi nes a triangular mesh th at h as th ese
feature p oints as v ertices and disp lay s th e scene as a p oly -
h edron. If th e scene itself is a p oly h edron, h ow ev er, some
of th e disp lay ed edges may be inconsistent w ith th e true
sh ap e. T h is p ap er p resents a new tech niq ue for automati-
cally detecting and eliminating such inconsistencies by us-
ing a sp ecial temp late.

1. Introduction

One of the most important issues of 3-D reconstruc-
tion from imag es is how to represent the reconstructed
shape. If w e use stereo v ision using calib rated cameras,
w e can ob tain a d ense d epth map ov er all the pix els.
B y inter-pix el interpolation, w e can d isplay the scene
as a curv ed surface. A lternativ ely , w e can use a tech-
niq ue called space carving [5 ] and represent the scene
as an ag g reg ate of colored v ox els. M ore sophisticated
method s, called b y such names as pleno ptic represen-
tatio n [1], ligh t fi eld rend ering [6 ], and lu m igraph [2 ],
are to reg ister all the lig ht ray s in the scene to g enerate
new v iew s seen from an arb itrary v iew point.

F or imag es tak en b y uncalib rated cameras, w e ex -
tract correspond ing feature points and compute their
3-D coord inates, w hether w e d eal w ith a continuous
v id eo stream using a method such as the facto rizatio n
[10 ] or impose the epipo lar geo m etry [3] on separate
imag es. T hen, w e d efi ne a triang ular mesh that has
the feature points as v ertices and d isplay the scene as
a tex ture-mapped poly hed ron.

T he triang ular mesh is usually g enerated b y D e-
lau nay triangu latio n [9 ] of feature points in a speci-
fi ed frame. T his prod uces triang les of b alanced sizes
and shapes, suitab le for poly hed ral representation of
a curv ed surface. H ow ev er, a serious prob lem occurs
if the scene itself is a poly hed ron. In man-mad e env i-
ronments such as ind oors and cities, most ob jects are
poly hed ra, and the v ertices of poly hed ral ob jects are
lik ely to b e chosen as feature points. In such a case,
the ed g es of Delaunay triang ulation may not coincid e
w ith the phy sical ed g es. If w e use such triang ulation
for poly hed ral representation, the d isplay ed shape may
b e inconsistent w ith the true poly hed ral shape.

S ee F ig . 1, for ex ample. T he Delaunay triang ula-
tion in F ig . 1(a) d oes not correctly represent the ob -
ject shape. T he triang ulation in F ig . 1(b ), on the other
hand , correctly represents it. T he aim of this paper
is to present a new techniq ue for automatically trans-
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(a) (b )

F ig ure 1: (a) T riangulation inconsistent w ith th e object
sh ap e. (b) T riangulation consistent w ith th e object sh ap e.

forming a g iv en triang ulation into a phy sically compat-
ib le one.

2 . C om p a tib ility of T ria ng ula tion

M any stud ies hav e b een d one in the past for g enerat-
ing optimal triang ular meshes. T o our k now led g e, how -
ev er, the only stud ies of optimiz ing ed g es for a g iv en
set of v ertices are those of M orris and K anad e [7 ] and
P errier et al.1 [8 ]. T he b asic principle for inconsistency
d etection is to compare the tex ture in correspond ing
triang ular patches in d iff erent imag es. S uppose w e
hav e tw o imag es of a poly hed ral ob ject. If a triang ular
patch is d efi ned on a planar surface, its tex ture in one
imag e can b e mapped onto the correspond ing patch in
the other imag e b y an affi ne transformation2. H ence,
the intensity d iff erence3 after the mapping should b e
zero in that patch. If not, the patch is not on a planar
surface, so w e “ fl ip” 4 an appropriate ed g e into the d i-
ag onal position. Iterating this, w e should end up w ith
a triang ular mesh compatib le w ith the ob ject shape [7 ].

In reality , the intensity d iff erence is not ex actly zero
d ue to v arious d isturb ances such as inaccuracies of fea-
ture point matching , v iew point d epend ent refl ectance
chang es, and supposed ly planar faces not b eing ex actly
planar. H ow ev er, setting an appropriate threshold is
v ery d iffi cult. S o, M orris and K anad e [7 ] and P errier
et al. [8 ] iterativ ely fl ipped ed g es so as to max imize the
similarity (or minimize the d issimilarity ) b etw een the

1They also d iscuss splitting and m e rg ing of the m esh.
2Theore tically, correspond ing patches in d iff e rent v ie w s are

re late d b y a homography [3], b ut as far as ind iv id ual patches
are conce rne d , as oppose d to a g lob al planar scene , the m apping
can b e approx im ate d b y an affi ne transform ation w ith neg lig ib le
d iff e rences.

3In this paper, w e consid e r color im ag es and re fe r to the root-
m ean-sq uare d iff e rence in the R , G , and B v alues sim ply as “ in-
tensity d iff e rence ” .

4M orris and K anad e [7 ] use d the te rm “ sw ap” , b ut since only
one e d g e is inv olv e d , w e use the m ore m athe m atically accepte d
te rm “ fl ip” afte r P e rrie r e t al. [8].
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(a) (b)

(c) (d)

Figure 2: (a),(b) Input images with an initial triangula-
tion. (c) Tex ture mapping of (b) onto (a). (d) Intensity
diff erence between (a) and (c).

textures of corresponding patches.
As the texture (dis)similarity measure, Morris and

Kanade [7] used the sum of square differences of the
corresponding pixel values (to be minimized), while
Perrier et al. [8] used the normalized correlation (to
be maximized). In this paper, we propose a better
approach and demonstrate that our method is very ef-
ficient with higher capability to correct inconsistencies.

3. Inconsistency Detection Template

G iven a triangular mesh over a polyhedral object
scene, we hereafter say that an edge of the mesh is cor-
rect if it entirely lies on a planar face, and incorrect
otherwise. By definition, an incorrect edge connects
two points on different faces. W e assume that the tex-
ture, color, or brightness of the object is different from
face to face.

Fig. 2 illustrates the principle of our incorrect edge
detection. Figs. 2(a),(b) show a polyhedral object, on
which a Delaunay triangulation (based on (a)) is over-
laid. Mapping the texture of Fig. 2(b) onto Fig. 2(a)
patch by patch, we obtain Fig. 2(c). Fig. 2(d) shows
the intensity difference between Fig. 2(a) and Fig. 2(c).
W e observe narrow dark triangular regions that cross
incorrect edges. W e call such a region an inconsistency
region.

This observation leads to the idea of detecting in-
consistency regions by a template specifically designed
to detect them. Fig. 3(a) shows our template (lighter
tones correspond to larger values). It is defined over
a square region ORST of size l × l with the following
value:

T (x , y ) =







e
−

(x+y−l)2

2α2(x−y−l)2 x + y < l,x ≥ y
T (y,x) x + y ≤ l,x < y

−T (l − y, l − x) x + y > l

. (1 )

T h e te m p la te v a lu e is sy m m e tric w ith re sp e c t to th e
d ia g o n a l O S a n d a n ti-sy m m e tric w ith re sp e c t to TR.
T h e c o n to u r T (x,y) = c o n sta n t c o n sists o f tw o lin e
se g m e n ts sta rtin g fro m R a n d T a n d m e e tin g o n th e
d ia g o n a l O S . F ig . 3 (b ) sh o w s th e c ro ss se c tio n a lo n g

O R

ST

-1

0

1

(a) (b)

F ig u re 3 : (a) Inconsistency detection template. Lighter
tones correspond to larger v alu es. (b ) C ross section along
OS.

th e d ia g o n a l O S : th e G a u ssia n fu n c tio n o f m e a n l/
√

2

a n d sta n d a rd d e v ia tio n α l
√

2 cu t in th e m id d le a n d
p la c e d u p sid e d o w n o n th e rig h t sid e5.

F o r a g iv e n e d g e , w e m a p th e in te n sity d iff e re n c e o f
th e tw o tria n g le s a d ja c e n t to it o n to 4O S R a n d 4O S T
a n d c o m p u te th e c o rre la tio n (th e su m o f th e p ro d u c t
o f c o rre sp o n d in g p ix e l v a lu e s) w ith th is te m p la te . W e
se t th e te m p la te siz e l in su ch a w a y th a t th e a v e ra g e
a re a o f th e tria n g u la r p a tch e s in th e in p u t im a g e s is
a p p ro x im a te ly l2/2.

T h e re a so n w e u se a n a n ti-sy m m e tric te m p la te is
th a t w e d o n o t k n o w a p rio ri o n w h ich sid e th e in -
c o n siste n c y re g io n a p p e a rs; it sh o u ld lie o n ly o n o n e
sid e o f th e d ia g o n a l o f th e su rro u n d in g q u a d rila te ra l
(F ig . 2(d )). S in c e th e in te n sity d iff e re n c e is n e a rly z e ro
o n th e o th e r sid e , w e c a n d e te c t th e in c o n siste n c y re -
g io n , o n w h ich e v e r sid e it lie s, b y c o m p u tin g th e a b -
so lu te v a lu e o f th e c o rre la tio n . It a lso h a s th e a d v a n -
ta g e o f c a n c e lin g sm a ll fl u c tu a tio n s in th e in te n sity d if-
fe re n c e c a u se d b y te x tu re m a p p in g in a c c u ra c y , sin c e
su ch fl u c tu a tio n s a re e x p e c te d to sp re a d ra n d o m ly a n d
e v e n ly o v e r th e q u a d rila te ra l re g io n .

In o u r e x p e rim e n t, w e se t th e te m p la te v a lu e T (x,y)
to z e ro a t th e p ix e ls o n th e d ia g o n a l TR a n d a t th e p ix -
e ls w ith in d ista n c e 0 .0 2l p ix e ls fro m th e d ia g o n a l O S
o r fro m th e b o u n d a ry . T h is is to p re v e n t te x tu re m a p -
p in g d isc re p a n c ie s c a u se d b y in a c c u ra c ie s in lo c a tin g
fe a tu re p o in ts, sin c e th e p e rip h e ry o f a p a tch m a y b e
e n c ro a ch e d b y th e te x tu re o f a n a d ja c e n t p a tch .

4. Evaluation of Edge Incorrectness

G iv e n a n in itia l tria n g u la tio n o v e r tw o c o rre sp o n d -
in g im a g e s, w e fi rst m e a su re th e d e g re e o f in c o rre c tn e ss
w(A B ) o f e a ch e d g e A B u sin g th e te m p la te T (x,y) o f
E q . (1 ). F o r th is, w e m a k e th e c o m p u ta tio n sy m m e tric
w ith re sp e c t to th e tw o im a g e s: in ste a d o f m a p p in g th e
te x tu re fro m o n e im a g e o n to th e o th e r a n d c o m p u tin g
th e in te n sity d iff e re n c e th e re a s d e sc rib e d e a rlie r, w e d i-
re c tly m a p th e te x tu re o n to th e te m p la te re g io n O RS T
b y a h o m o g ra p h y a n d c o m p u te th e in te n sity d iff e re n c e
th e re . T h e p ro c e d u re is a s fo llo w s:

1 . If th e e d g e A B h a s o n ly o n e a d ja c e n t tria n g le , le t
w(A B ) = −1 , m e a n in g th a t A B is a b o u n d a ry
e d g e .

2. L e t 4A B P a n d 4A B Q b e th e a d ja c e n t tria n g le s.
L e t w(A B ) = 0 if th e q u a d rila te ra l A P B Q is c o n -
c a v e in e ith e r im a g e , m e a n in g th a t w e d o n o t fl ip
th a t e d g e (sin c e a re v e rse d p a tch w o u ld re su lt; se e
F ig . 4 ).

5W e e x p e rim e n tally fo u n d th at α = 0 .1 can p ro d u c e a g o o d
re su lt.
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Figure 4: Edge flipping for a concave quadrilateral would
result in a reversed patch.

3. O therwise, map the texture in the quadrilateral
APBQ in the first image onto the template re-
gion ORST by a homography and write down the
intensity values there.

4. A ffi n ely map the texture in 4ABP and 4ABQ
in the second image onto 4OSR and 4OST , re-
spectively, and su btract the intensity values from
the values written there.

5 . M ap the texture in the quadrilateral APBQ in the
second image onto the template region ORST by
a homography and ad d the intensity values to the
values written there.

6 . A ffi n ely map the texture in 4ABP and 4ABQ
in the first image onto 4OSR and 4OST , respec-
tively, and su btract the intensity values from the
values written there.

7 . C ompute the correlation of the values written
there with the template T (x, y) of Eq. (1), and
output its absolute value as w(AB).

H ere, we are assuming that at the time of generating
the mesh each edge is classified either into a boundary
edge with only one triangles on one side or into an
internal edge with two triangles on both sides.

5. Procedure of Mesh Optimization

Given two images and corresponding feature points
on them, we define a D elaunay triangulation using the
feature points in the first image and isomorphically
map it to the corresponding points in the the second
image. Then, we compare the sign s of corresponding
triangular patches, where we define the sign of 4ABC
to be 1 if the order of A, B, and C is counterclockwise,
−1 if clockwise, and 0 otherwise (i.e., degeneracy into
a line segment).

If the signs are different between the two images, the
triangle in the second image is reversed. We dissolve
such reversals as follows. If one side of the reversed tri-
angle is a boundary edge, we simply eliminate it. If the
reversal occurs inside, we flip an appropriate side of the
triangle, as discussed by M orris and K anade [7 ]. A fter
resolving patch reversals, we do the following proce-
dure:

1. C ompute the incorrectness measure w() for all the
edges as described in Sec. 4.

2. Find the edge AB that has the largest value
w(AB).

3. Stop if w(AB) = 0.
4. Flip the edge AB to PQ and compute w(PQ).
5 . If w(PQ) > w(AB), eliminate the edge PQ and

restore the edge AB. Then, let w(AB) = 0.
6 . O therwise, recompute w() for edges PA, PB, QA,

and QB, if w() is not already 0, with respect to
the new mesh configuration.

7 . Go back to Step 2.

In this process, the value w is used only for comparison,

(a) (b)

Figure 5 : (a) Initial triangulation (5 8 edges). (b) O pti-
mized triangulation (1 0 0 % correct, 2 rounds, 3 .4 3 sec).

(a) (b)

Figure 6 : (a) Initial triangulation (3 1 edges). (b) O pti-
mized triangulation (1 0 0 % correct, 3 rounds, 3 .1 5 sec).

so no artificial thresholds need to be introduced. Since
the largest value of w() monotonically and strictly de-
creases at each flipping, and since edges once checked
are not checked again, the above procedure terminates
after all the edges are traversed once.

The above procedure can correct those incorrect
edges that can be corrected by a single flipping op-
eration. H owever, not all edges can be corrected that
way, in particular when one physical edge is crossed by
multiple mesh edges (see Fig. 7 ). So, we repeat the
above procedure until the mesh configuration does not
alter any further6.

6 . Ex periments

Fig. 5 (a) shows a real image of a polyhedral objects,
on which a D elaunay triangulation is defined. Fig. 6 (b)
shows the triangulation obtained by our optimization
procedure. The iterations converged in two rounds of
the procedure of Sec. 5 . The correctness and the com-
putation time are also written in the caption, where
the correctness is measured by (the number of correct
edges)/ (the number of non-boundary edges) in percent-
age. We used P entium 4 3.2GH z for the C P U with 2GB
main memory and Linux for the O S.

Figs. 6∼9 show other real image examples. To-
day, many algorithms are available for automatically
extracting and matching feature points, e.g., [4, 11].
H owever, our concern here is not the accuracy of au-
tomatic matching but the performance of mesh opti-
mization, so we selected matching points by hand.

From these examples, we can see that our inconsis-
tency detection template works very well. It is effective
even if incorrect edges cannot be corrected by a single
flipping operation (see Fig. 7 ). A lthough the inconsis-
tency regions are not so marked as shown in Fig. 2, they
still appear in the form of small narrow blobs crossing

6We record the history of the fl ipping and stop the computa-
tion if the same confi guration appears tw ice, w hich occurs v ery
rarely, though.
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(a) (b)

Figure 7: (a) Initial triangulation (47 edges). (c) Opti-
mized triangulation (100% correct, 3 rounds, 4.03 sec).

(a) (b)

Figure 8 : (a) Initial triangulation (157 edges). (b) Opti-
mized triangulation (9 8.7% correct, 7 rounds, 11.80 sec).

incorrect edges, so our template can also detect such
inconsistencies very well.

The effectiveness of our method is not restricted to
exactly polyhedral scenes. It is also effective for objects
that have curved surfaces (see Fig. 10): our method
yields better polyhedral approximations.

We also compared the performance of our method
with that of patch-similarity maximization as used by
Perrier et al. [8 ] and Morris and Kanade [7]. We found
that patch-similarity maximization sometimes replace
all incorrect edges correctly, but overall our method
has higher performance in removing incorrect edges.
This is perhaps because partially distorted texture is
not sensitively reflected if the similarity is measured
across the entire patch. In contrast, our method fo-
cuses specifically on inconsistency regions where the
texture difference is most conspicuous, thereby sharply
detecting inconsistencies.

7. Concluding Remarks

We proposed a new technique for automatically
transforming a triangular mesh so that it is compat-
ible with the physical object shape. To do this, we in-
troduced a template that can sensitively detect shape
inconsistencies. Our procedure does not require any
thresholds to be adjusted. Using real images, we
demonstrated that our method is very effi cient with
higher capability to correct inconsistencies.
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(a) (b)

Figure 9: (a) Initial triangulation. (b) Optimized triangu-
lation (9 6 .2% correct, 4 rounds, 11.9 6 sec).

Figure 10: T riangulation of curved surfaces. Left: D e-
launay triangulation. R ight: optimized triangulation. T he
mesh in the top-left image was obtained using our auto-
matic matching tool [4].
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