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Abstract 3D face" S3D can be utilized to generate the 3D facial 
caricature Q3D as given in the eq. (1). This general idea of 

We proposed a method of 3D caricature generation 3D caricaturing is shown in Fig. 1. 
which is based on the automatic extraction of the facial 
parts for the 3D facial image. This method is likely to suf- 
fer sometimes fatal degradations in the feature extraction 81, = &D + b ( L  - S ~ D )  (1) 

from a variation of the head pose (roll, pitch and yaw). 
Therefore, we propose a method of facial image modifica- 
tion by rotation (roll) which is based on the irises position 
extracted by Hough transform of the circle from gray scale 
image. We improved the facial feature extraction rate and 
the quality of the caricature generated by the improved 3D 
face data. 

1 Introduction 
Fig. 1 General idea of the 3D facial caricaturing 

We proposed a method of 3D facial caricature genera- 
tion which is based on the automatic extraction of the 
facial parts for the 3D facial image [I]. This method is 
likely to suffer sometimes fatal degradations in the feature 
extraction from a variation of the head pose (roll, pitch and 
yaw). This system uses 3D range finder for measuring 3D 
facial images which are the range images and the gray 
scale images. Our method to generate the caricature is 
based on the processing of the range image, and the gray 
scale image is only mapped to the surface of the 3D face 
data. Therefore, we propose a calibration method of facial 
image (range image-and gray scale image) by modifying 
the rotation (roll) on the basis of the irises position ex- 
tracted by Hough transform of the circle from the gray 
scale image. 

In section 2, the principle of the PICASSO system is 
summarized. In section 3, the details of a method to extract 
the feature points is presented. In section 4, a method to 
estimate the pose of the head is proposed. This method 
utilizes 2D gray images together with 3D facial data. Some 
experimental results are shown in sections 5 and 6 .  

2 "Mean Face" assumption and PICASSO 

We are developing a facial caricaturing system PI- 
CASSO which extracts a facial characteristics of the facial 
image and deforms these characteristics. As for the basic 
principle of PICASSO, the facial caricature QzD could be 
generated by comparing the input face PzD with the mean 
face SzD that is defined by averaging input faces. We call 
this idea the "Mean face assumption" for facial caricatur- 
ing. The individuality features can be expressed by the 
vector ( P2D - SZD ), and the deformation parameter b. The 
facial data is measured by the range finder (VOXELAN). 
The difference between the input data P3D and "the mean 

3 Automatic detection of facial feature points 

Feature points are extracted from the range image. As 
shown in Fig. 2, the nose vertex is extracted by investigat- 
ing the value of neighborhood gradient to the candidates 
which are extracted as the maximum peaks from the range 
image. Some local feature points (peaks) are found by 
searching above (2 points) and below (5 points) from the 
nose vertex. An example is shown in Fig. 3. 

Fig. 2 Nose vertex Fig. 3 Local features 

3.1 Definition of each facial parts region 

Each facial parts region is defined by the local peaks and 
the edge points of the face which are found by scanning the 
range image in the horizontal direction from the local 
peaks. These edge points are detected by thresholding from 
the gradient image of the depth data. For the nose region, 
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the coordinates of the top and bottom boundaries are de- 
fined by y,' and ybl, respectively. The nose region is 
defined by eq.(2), and an example is shown in Fig. 4. For 
the mouth region, the top and bottom are defined by ybl 

and yb5. The mouth region is defined by eq.(3), and an ex- 
ample is shown also in Fi 4. For the eye region, the top 
and bottom are y: and y!'. The eye region is defined by 
eq.(4), and an example is shown also in Fig. 4. The facial 
feature points are generated by using these regions. 

The nose vertex is the origin, and the range image is 
scanned to find the contour of the face region along x-axis, 
y-axis, y=x, y=-x, y=2x, y=-2x, y=1/2 and y=-112. Because 
the position of the upward point of the eye region and the 
top of x=y and x=-y are very close, they are not scanned. 
And, because there was a neck, 3 points of the bottoms 
(y-axis, y=2x and y=-2x) were extracted by thresholding. 
An example is shown in Fig. 5. 

Fig. 6 Example of the triangular patches 
(1) 
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{(x,Y) 1 x(L,,) 2 x 2 x(R.,),Y, 5 Y 5 Y, '~ .~ ' }  (4) We propose a method for the extraction of the roll axis 
of the head. Fig. 7 shows the variation of the head Dose 
(roll, pitch and iaw). The roll angle 8 of the head pose'was 
extracted by the following method based on a pair of irises 
because the contour and the shape of the face [21[31[41[51 are 
not always symmetric in general. 

A pair of irises was extracted by Hough transform for 
circle [61 from the gray images that are measured by the 
range finder together with the range images. The head axis 
for the roll parameter is defined by the normal of the line 
passing through a pair of irises. As shown in Fig. 8, the 
nose vertex and other feature points are detected by scan- 
ning the range image along the extracted head roll axis. 
The roll angle 8 was given by 

Fig. 4 Facial parts regions 
where (x,, y l )  and (x2, y2) are the center of the irises. 
Fig. 8(c) shows the facial image that is modified by the roll 
rotation. 

Fig. 5 Example of the face contour 

3.3 Generation of the triangular patches Fig. 7 Pose of the head 

The wire-frame model of the 3D face was constructed 
by using 68 triangular patches, which are defined on 39 
feature points including 8 points at the comers of the image. 
Fig. 6 shows an example of the generated triangular 
patches. 



Fig. 9 Local features on Y-axis 

(a) Irises and the head axis 

5.2 Generation of the mean face 

(b) Original image (c) Modified image 

Fig. 8 Modification by the roll rotation 

5 Experiments and Discussions 

5.1 Extraction rate of the feature points 

The improvement of the extraction success rate was 
evaluated by comparing the results of original images. 
Since the proposed method for the extraction of feature 
points is based on 8 local features including the nose vertex 
on the Y-axis, the improvement of the roll rotation of the 
input image given in section 4 could be effective in the 
feature extraction introduced in section 3. Table 1 shows 
the experimental results of 6 features among 8 local feature 
points, and Fig. 9 shows the corresponding positions of 
these 6 features. As known from these results, 10-20% lo- 
cal feature points were successfblly improved. 

Table 1 Accuracy of the extraction (22 images) 

The mean faces are generated by using the triangular 
patches of many input faces, and the range image of the 
mean face is generated from the range images of the input 
faces by using triangular patches constructed on the feature 
points of the mean face. The triangular patches of the mean 
face ( xi ', y i  9 is given by 

Original image 

0 

where ( xii, yiJ ) is a node of the triangular patches of the 
input faces, and each facial parts region is corresponded to 
those of the mean face and of the input faces by Affine 
transform. z ( ,  , , is the range image of the mean face 
which is given by 

Modified image 

Success Successful 
rate 

16 72.3% 

where zJ (,,, is the range images of the input faces. 
Fig. 10 shows the results of the mean faces that are gen- 

erated from original images of Fig. 10(a) and modified 
images of Fig. 10(b). The texture around both eye regions 
of Fig. 10(a) is sharper than Fig. 10(b) for example. 

Improvement 
Successful Success rate 

16 72.3% 

factor (%) 

0 
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13 59.1% 

10 45.5% 

17 77.3% 

14.2 64.4% 

13 59.1% 

16 72.3% 

20 90.9% 

16.8 76.5% 

0 (a) Generation from (b) Generation from 
26.8 original images modified image 
13.6 

Fig. 10 3D mean faces 
12.1 



6 Generation of the 3D Caricature 7 Conclusions 

The caricature is generated by using the triangular 
patches of the input face and the mean face, and the range 
image of the caricature is generated from the input face and 
the mean face by using the triangular patches of the cari- 
cature. The triangular patches of the caricature ( xi Q, yi ) 
is given by 

where b is exaggeration rate, and the range image of the 
caricature z (., , is given by 

Fig. 11 shows the results of the caricatures generated by 
the our new method. Fig. ll(b) is generated from the 
original images, and Fig. 1 l(d) is generated from modified 
images. The caricature of Fig. 1 l(b) leans to right side, and 
the mouth moves to left side because the inclination of the 
face is exaggerated. On the other hand, the result in 
Fig. ll(d) is a typical example of the improved caricature 
generated from the modified input face of Fig. 1 l(c), and 
each facial part of this caricature is properly exaggerated. 
Comparing with Fig. ll(b), it is clearly known that the 
shape of the nose and the size of the mouth are adequately 
exaggerated in Fig. 1 l(d). This is because the mean face in 
this procedure was made from many male input faces, and 
the features of the female nose and mouth are successfully 
exaggerated to be more feminine. 

(a) Original input image (b) b = 1.8 

We have proposed a method for the estimation of the 
head pose in the roll rotation from the range images in 
combination with the gray images. Because our method 
used a pair of irises that are the most invariant part of the 
face, the caricatures were successfully improved. Our final 
goal however is to estimate other pitch and yaw of the head 
pose in order to realize the better human interface, and the 
recognition of the facial parts such as irises should be im- 
proved as the coming subjects of this research. 
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(c) Modified input image (d) b = 1.8 
Fig. 11 Result of the caricature generation 




