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Abstract

In this paper, we propose a character recognition
method for thick books with curved surfaces using a
stereo vision system. Characters in images of thick
book’s pages acquired with an image scanner are dif-
ficult to recognize because they are deformed under
the influence of curved surface. In our method, the
3D shape reconstruction of the book’s surface is exe-
cuted from the result of the stereoscopic measurement
by putting the book upward, and a flat surface is recov-
ered from the curved surface to improve the character
recognition rate. The validity of the proposed method
is shown through experiments.

1 Introduction

The digitization of books that are provided only
in print is an important subject. Usually, images
of books' pages are acquired with an image scanner
and character recognition is executed. However, when
scanning thick books, the midst areas become curved
shapes and page surfaces cannot be in contact com-
pletely. For this reason, dark shadows, distortions
and blurs come into existence at the midst areas, and
the quality of images becomes insufficient for char-
acter recognition. Therefore, it is necessary to mea-
sure the shape of their surfaces to rectify images. In
order to solve this problem, Wada et al. proposed
the method that can recover the shape of unfolded
book’s surface from scanner images using their shading
information[1]. This method is suitable for an image
scanner, although it requires many calibration data be-
cause this method greatly depends on the condition of
the illumination and the quality of book’s material.
Ukida et al. developed a method that can recover
the shape in practical time by adopting the eigenspace
approach[2]. These methods assume that the book sur-
face is cylindrical and the cross section shape is uni-
form. Therefore, the reconstructed shape is the 2D
cross section shape. However, when the scanline of the
camera is not parallel nor perpendicular to the edge
of the book surface, this assumption does not always
approved in the case of thick books like dictionaries or
conference proceedings.

In this paper, we propose a new character recogni-
tion technique based on the 3D shape reconstruction
by using a stereo vision system (Figure 1). As to the
issue of the curved surface, the 3D shape of book’s
surface is measured through triangulation and the 3D
shape of the curved surface is reconstructed. The im-
age of curved surface is transformed to that of flat sur-
face to recognize characters with high reliability. As to
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Figure 1: Proposed system using stereo camera.

the issue of the lighting condition, a correlation-based
character recognition method for gray scale images is
employed in order to improve the robustness for the
shadows of images. Therefore, our proposed method
does not depend on the lighting condition and the pa-
per’s material.

Moreover, we can save time to prepare new pages
by using a stereo camera system. Once the book is
put upward, the digitalization can be executed while
turning over pages in our method, while the book has
to be replaced for every sheet when pages are entered
through the image scanner.

2 Character Recognition with a Stereo
Camera System

2.1 Outline of Our Method

The procedure of our method is divided into the off-
line processing and the on-line processing. The former
consists of 1) stereo camera calibration and 2) charac-
ter template construction. The latter consists of 1) 3D
measurement, 2) shape reconstruction, 3) image trans-
formation, and 4) character recognition.

In the off-line processing, a camera calibration is
executed for calculating extrinsic and intrinsic param-
eters by using images of a planer pattern. If the cam-
eras’ optic axes parallel[3], two images from camera are
similar and the resolution of the book’s curved area is
not high in both cameras’ images. Therefore, the cam-
era configuration is set in a way that the convergent
squint can be done.

The character templates for character recognition
are created manually from characters that are on flat
area of the book. The characters are classified into
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Figure 2: Overview of our method.

groups by their width and height, and these groups are
utilized for recognizing characters fastly and precisely
by the template matching.

In the on-line processing, the corresponding points
are detected from the left image and the right image.
The 3D positions of these points are measured through
triangulation, and the 3D shape of the book surface
is reconstructed. The two original images of curved
surfaces are transformed to those of flat surfaces by
maintaining the distance between points, and the clear
regions of two images are combined. Finally, the char-
acters on the transformed image are recognized. The
overview of the on-line processing is shown in Figure
2.

2.2 3D Measurement
In the on-line processing, the 3D measurement of

book’s surface is carried out at first. The brightness of
the left image and the right image differs from each
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other, because of the difference of the cameras’ di-
rections. Therefore, the detection of the stereo cor-
responding points is performed on gray scale stereo
images by using the normalization cross correlation
(NCC) method that is a kind of the template match-
ing. This is because this method is robust against
the change of brightness and it does not need thorny
thresholding procedure.

The template is cut off from the left image and the
region of the right image similar to the template is
searched with the NCC. The size and the search area
vary adaptively according to the correlation value to
reduce the computation time. In the case, however,
that characters and figures do not exist in that area,
the NCC does not work well. Therefore, the corre-
sponding points in these areas are excluded from the
3D measurement.

2.3 Shape Reconstruction

The results of the 3D measurement involve the de-
tection error of the corresponding points, and only dis-
crete points on the book surface are measured. There-
fore, we interpolate the region where corresponding
points can not be detected, and express the shape of
the book surface as an approximate expression.

We define z coordinate value of the curve surface as
the function of (z,y). At first, 2,—,, (z value in the
case of y = y;) is expressed as polynomial of z from
all measured corresponding points whose y-coordinates
are near y;.
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where @, ; and n; are a coefficient and a degree of the
polynomial respectively in the case of y = y;.

The corresponding points whose distances from the
calculated polynomial are larger than a given threshold
value are regarded as the outliers, and the polynomial
excluding these outliers is recalculated. The polyno-
mials fi(z) (i = 0,...,m) are generated for left and
right pages at regular intervals of y-coordinates. After
that, a curve surface z (y; < y < yi41) is expressed as
follows:
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To ensure the continuity and smoothness of the
3D reconstructed surface, the fitting coordinate value
(z,y,9(z,y)) is used as substitute for the measured co-
ordinate value (z,y, z).

The pixel values at corresponding points on the sur-
face of the reconstructed book can obtained from the
pixel values of the original images. The pixel values
at arbitrary (z,y, g(z,y)) are interpolated from the co-
ordinate values of neighborhood corresponding points
and the pixel values of the original images.

(2)

2.4 Image Transformation

The curvature correction is executed in such a way
that the images of curved surfaces are transformed to
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Figure 3: Recoverd 3D shape.
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Figure 4: Combination of two images.

those of surfaces by maintaining the distance between
points.

The approximating curve z = f;(z) is transformed
to the straight line z = zp where zg is a constant value.
The distance between two points fitted on an approx-
imating curve f;(z) are precisely kept (Figure 3). Af-
ter all approximating curves are transformed to the
straight lines, the points that are not on f;(x) are trans-
formed by linear interpolation. This curvature correc-
tion process is applied to the left and right images, and
two transformed images are obtained.

The image in which a book surface is flat is created
by combining the clear regions of two images where
the resolution is higher. The resolution of the image
becomes high when the directions of normal vectors of
the surface are close to be parallel to the optic axis of
the camera. Therefore, the region whose resolution is
higher than that of other camera is combined (Figure
4). In our method, one page is divided into two region
by the line whose z coordinate value is the largest.

2.5 Character Recognition

The character segmentation and the character recog-
nition are executed automatically.

In the process of the character segmentation, the ar-
eas where only characters exist are extracted because
processing targets in this study are characters. This
is done by using the characteristics that English texts
are printed as horizontal writing. Next, the centerlines
along character strings are detected and the charac-
ters are segmented along the centerlines. The character
strings are divided into regions each of which contains
only one character by considering the width and the
height of character templates that are generated in the
off-line processing.

Figure 5: A book with curved surface.
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Figure 6: Result of 3D measurement.

After that, the template matching between the
transformed gray scale image and the character tem-
plates is carried out to recognize characters. The NCC
method is adopted for template matching because of
the robustness against the change of brightness.

Characters of thick books can be recognized through
the above procedure.

3 Experiments

We used a book of conference proceedings for our ex-
periments (Figure 5). Experimental results are shown
in the following.

An example of a result that indicates the 3D mea-
surement of the book surface is shown in Figure 6. The
corresponding points can be detected in most areas ex-
cept in the midst area of each page because the text of
this book is in two columns. Figure 7 is a result of the
3D shape reconstruction that is indicated as a quad-
rangle area in Figure 6. In most cases, the maximum
error of the reconstructed shape is within 1.0mm.

Figure 8(a) and (b) show an acquired image of stereo
pair, and Figure 8(c) shows a result of a combined im-
age after transformation. From these results, it can be
said that the shape of characters is transformed to be
suitable for character recognition.

In order to verify the validity of the proposed
method quantitatively, the comparison with some OCR
software that is available commercially was made. Ta-
ble 1 shows the recognition error rate in each case.
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Figure 8: Result of image transformation. (a) Left
image before transformation. (b) Right image before
transformation (¢) Combined image after transforma-
tion.

Left image

The recognition area is limited only the endmost left
and right words where the curvature of the surface is
very large. Case 1 uses the OCR software with the
left image shown in Figure 8(a). Case 2 uses the OCR
with right image shown in Figure 8(b). Case 3 uses our
proposed method with the transformed image shown in
Figure 8(c). Comparing Case 1 with 3, the recognition
error rate reduces greatly.

Table 2 shows the result of the average recognition
error rate in the case of curved books like Figure 5
in the whole area. Strategy A uses the OCR software
with the original images (without the transformation
that correct curved surfaces), Strategy B uses the OCR
with the transformed image, Strategy C uses the NCC
methaod for character template matching with the orig-
inal images, and Strategy D uses the NCC with the
transformation (our proposed method). By comparing
Strategy A with B, and C with D, we can confirm the
effect of the transformation. By comparing A with C,
and B with D, we can recognize the advantage of the
NCC, too. By comparing A with D, it can be veri-
fied that the recognition error rate reduces greatly and
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Table 1: Error rate of character recognition (curved
area).

Case Image Error rate
1 Left image 60.8 %
2 Right image 47.3 7%
3 | Transformed image | 16.2 %

Table 2: Average error rate of character recognition
(whole area).

Strategy Process Error rate
A OCR + original images 16.3 %
B OCR + transformed image 12.6 %
C NCC + original images 158 %
D NCC ¥ transformed image 7.0 %

that the combination of the NCC and the transforma-
tion is very effective for character recognition of thick
books. From these experimental results, the validity of
our proposed method has been shown.

4 Conclusions

In this paper, we propose a character recognition
method for thick books with curved surfaces using a
stereo vision system. The 3D measurement of the
book’s surface is executed through triangulation, and
the 3D shape of the surface is reconstructed. The cur-
vature correction is done and the flat surface is recov-
ered to improve the recognition rate by maintaining the
distance between points. The validity of the proposed
method is shown through experiments.

In these experiments, the main reasons of character
recognition error are the remained inaccuracy of the
3D reconstruction and of the character miss-extraction.
Therefore, as the future works, the accuracy of the
camera calibration must be improved and the character
template construction must be done more precisely.
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