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Abstract 

This paper presents a method which reduces uncertainty 
of a position and a direction of an autonomous robot by 
observing environment with a camera. In the proposed 
method, the state of the robot is represented by a state vec- 
tor obeying a probability distribution. The robot creates 
and renews an environment map by considering the infor- 
mation from the mounted camera. Moreover, the robot 
revises the probability distribution on its state by compar- 
ing the map and the information from the camera. This 
attempt at avoiding the inconsistency in the map reduces 
the uncertainty of the state of the robot. We present ex- 
perimental results to show the possibility of this method. 

1 Introduction 

Controlling an autonomous robot is a subject to study at- 
tracting the interest of many researchers for these years. 
When using a state vector to represents a position and a 
direction of the robot, the system should grasp its true 
value correctly to make appropriate path planning. How- 
ever, the state vector gradually deviates fiom expected 
values because small errors included in the actuating sig- 
nals are heaped up as the robot is controlled successively. 

This problem also has been coped with in many re- 
searches, where the uncertainty of state vector was often 
reduced using information obtained fiom a camera. One of 
the most interesting approaches represents the state vector 
statistically as a stochastic variable obeying a probability 
distribution[l][2]. In this method, the variance of the dis- 
tribution can be narrowed effectively by comparing a given 
map and the information from the camera. 

On the other hand, our research attempts to reduce the 
uncertainty of the state vector without a map given before- 
hand. This method creates and renews a map with the 
information fiom the camera through the process of mov- 
ing the robot. This map consists of vertical edges of the 
obstacles which can be observed as the vertical edges in the 
images obtained successively. The locations of these edges 
are calculated on the basis of the stereo viewing which uses 
two images obtained at different positions on the path of 
the robot. The proposed method revises the probability 
distribution on the state vector by comparing the map and 
calculated edge locations. After that, each edge in the map 
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is revised according to the newly obtained edge locations. 
The uncertainty of the state vector is reduced by th~s  ob- 
servation of the environment. We present some 
experimental results to show the possibility of the proposed 
method. 

2 Uncertainty of state vector caused by 
movement 

This research assumes a two-wheel-drive robot which 
has monocular vision with a camera as illustrated in Figure 
1. Since each wheel is controlled independently, an actuat- 
ing signal at time t can be denoted by 
st (= (s,( ,) ,  s,,) IT ) where S,(,) and S,(,) represent 
the amount of rotation of left and nght wheels, respectively. 
The state of the robot at time r is also denoted bv 
x, (= (Rx(t) 9 R*(t), $(,) )T . R,(,, and R,(,) represen; 
the coordinates of the position where the robot exists as 
shown in Figure 2. $(,) represents the direction of the 
robot. Now we calculate the error of the state vectorx,,  
which ensues from the movement of the robot. 

Figure 1: Structure of the robot. 

Figure 2: State of the robot. 



The state of the robot at time t can be deduced theoreti- 
cally from the information at time t-1, that is, the state 
vector X,-, and the actuating signal as follows: 

Here we assume that the values of the state vector and the 
actuating signal follow normal distribution. Using Taylor 
expansion to transform this function to a linear equation, a 
variance-covariance matrix of X ,  can be derived as fol- 
lows: 

/is , ,, is a variance-covariance matrix of St-, , which 
should be given empirically from the structural property of 
the robot. Jx and J are Jacobians of F with respect 
to X I  and 4 -  , respectively. This vari- 
ance-covariance matrix shows the error of the state vector 
x, . 

3 Constraints to state vector derived from 
visual observation 

In this section, we show a way of limiting the range of the 
state vector to decrease its error obtained in Section 2. This 
method restricts the range of the state vector by observing 
the environment with monocular camera mounted on the 
robot. After describing generating an environment map by 
matching vertical edges obtained from the successive im- 
ages, we refer to the way of limiting the state vector by 
minimizing inconsistency in the map. 

This method is based on the   remise that the location of 
each vertical edge in the images can be calculated with a 
stereo-matching method, which has been studied by many 
researchers. Since the main purpose of our research is to 
examine the effect of the environment observation to the 
probability distribution of the robot position, it is better to 
be able to handle the results of the environment observa- 
tion manuallv. For this reason. our research assumes that 
the edge detLction from images'and the matching edges are 
operated manually. 

The locations of the edges, which can be calculated from 
the images obtained at t&e t-l and t as shown in Figure 3, 
are denoted by M ,(,, (i = I,.. ., N,)  . N, is the number 
of the edges whose existence was confirmed till time r .  
M,(, is a two-dimensional vector whose components are 

X and Z coordinates. The map records and revises the av- 
erage location of each observed edge as shown in F y  4. 
The average location of i-th edge is denoted by M,(,"P. 

Figure 3: Stereo viewing of vertical edges. 

Locations of the i-th edge 
before tirne r .  Location of the i-th edge 

obtained at time I .  
Mean of the locatiom of the i-th 

edge obtained before time r. 

Figure 4: Generation of the environment map. 

Apparently, locations of edges recorded in the map and 
those observed at time r are discrepant. This is because 
actual states of the robot are different from the assumed 
ones which are used to calculate locations of the edges at 
each time. This difference is caused by the error of the state 
vector ensuing from the movement of the robot. The pro- 
posed method attempts to decrease this error by 
minimizing the discrepancy of the locations of the edges. 
In this method, the gap between M , y i ,  and M,(,, is 
calculated with 

which is the Euclidean distance between Mz:i  and 
Mt(i) . %(i) is a function of ~ ~ ( t )  9 ~ . z ( t )  9 kt) 9 

, ,  . , ,, and $( ,-,, . After using Taylor expan- 
sion to transkirm h s  function to a linear equation, we use 
the following conditions to minimize the total of squares of 
gt(i) : 



vector gets larger following the movement of the robot. 
Moreover, its size obtained by Equation (6) is smaller that 
that by Equation (2). This shows the possibility that the 
visual observation can reduce the uncertainty of the states 
of the robot. 

door 
I I 

obstacle 

From these equations, we can finally derive the follow- 
ing equation: 

- - 
where Xt and XI-I are the means of the normal dis- 
tribution of the state vectors at time t and t-1. c, and 
Ct-l are matrices of (3, 3)-type, which can be derived 
fkom partial differentials of gtCi . C' is a 
three-dimensional column vector, which also can be de- 
rived from the partial differentials of g,(,). We assume 
that this vector takes an ideal value, that is, a zero vector. 
Using the variance-covariance matrix of the state vector at 
time t-I, the newly obtained variance-covariance matrix of 
X, can be calculated as follows: 

To restrict the range of the state vector, this method selects 
the smaller variance-covariance matrix AX(,) from Equa- 
tions (2) or (6). 

4 Experimental results 

Figure 5: Environment in Experiment 1. 

Figure 6: One of the used images in Experiment 1. 

In order to examine the possibility of the proposed 
method, experiments were performed using a 
two-wheel-drive robot Rug Warrior with a wireless CCD Table 1 : Results in Experiment 1. 

camera. The value of variance-covariance matrix of the (a) Results with Equation (2). 
actuating signal used in these experiments was established (b) Results with Equation (6). 

empirically. Before these experiments, we calibrated the 
camera parameters whlch were used to calculate the loca- Position I 
tions of the vertical edges in the map. But since the used r l  camera is very cheap and has a distorted lens, we could not front dlrecfion 
determine their appropriate values over an entire image 
except the area near the center. 

[Experiment 1] 
This experiment checks that the proposed method can 

narrow the probability distribution of the state vector. Im- 
ages used in this experiment were taken at the fixed (Experiment21 
positions as shown in Figure 5. Figure 6 is one of the used In this experiment, we moved the robot in some direc- 
images, in which the black lines illustrate the vertical edges tions in our laboratory and calculated the 3-sigma ellipses. 
obtained manually. The locations of these edges are calcu- Figure 7 is one of the used images in which the ~haded 
lated based on the stereo viewing and recorded in the lines are the vertical edges obtained manually. The results 

map. In this experiment, any operation ofthe are shown in Table 2. Figure 8 illustrates some results in 
robot is not performed. Instead of moving the robot, we put Table 2(a). The thick arrows show the actual positions and 
it at the positions A-E in Figure 5 and obtained images directions of the robot, while the ellipses represent the 
fiom the camera. From the coordinates of these positions 3-sigma ellipses. It can be seen that the 3-sigma ellipses 
and the obtained images, we calculated the vari- cover the actual state vectors. But their sizes get larger f01- 
ance-covariance matrices. Table 1 shows sizes of the lowing the movement of the robot. 
3-sigma ellipses calculated by Equations (2) and (6), at 
which value of the actuating signal St is obtained by the 
reverse calculation. The way of the calculation of these 
ellipses is described in [3]. Obviously, range of the state 
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ability of the map would lead to the failure in the size 
reduction of the 3-sigma ellipses. As previously stated, the 
camera used in these experiments has a lens distorted, es- 
pecially at the rim. Therefore, when the vertical edges 
appear near the sides of the images, their locations in the 
map are calculated erroneously. This failure affected the 
size reduction of the range of the state vector calculated by 
Equation (6). To cope with this problem, more accurate 
camera model should be incorporated in this method. An- 

Figure 7: One of the used images in Experiment 2. other reason for the unfavorable results would be the gap 
between the calculated and actual positions of the robot. In 
Experiment 1, the mean of the state vector is let to be the 

Table 2: Results in Experiment 2. 
(a) Results only with Equation (2) 
(b) Results with Equation (6). 

Figure 8: Shapes of the 3-sigma ellipses in Table 2(a). 

Figure 9: Shapes of the 3-sigma ellipses in Table 2(b). 

Figure 9 illustrates some results in Table 2(b). The thick 
arrows show the actual positions and directions of the robot. 
The ellipses represent the 3-sigma ellipses. The dotted and 
solid ellipses mean the range of the state vector calculated 
by Equations (2) and (6) respectively. The reduction of the 
ellipse size was not better than that in Experiment 1. But 
the size reduction is aclueved and the directions of the el- 
lipses are modified appropriately at each position. 

The unfavorable results in Experiment 2 would be 
caused by the following reasons. In Experiment 2, coordi- 
nates of the vertical edges were calculated erroneously and 
were recorded at wrong locations in the map. The unreli- 

fixed positions in Figure 5. On the other hand, the mean of 
the state vector is let to be the ideal value calculated with 
Equation (1) in Experiment 2. To avoid thls problem, a way 
of calculating more accurate mean of the state vector, 
which is near-the actual state of the robot, is required. 

5 Conclusions 
Thls paper presented an approach to reduce uncertainty 

of robot states by observing the environment. The proposed 
method can restrict the range of the state vector of the ro- 
bot by resolving the inconsistency of the edge locations in 
a generated environment map. 

The subjects for a future study are the following: 1) rep- 
resenting objects in the environment stochastically to make 
the description in the map have theoretical background, 2) 
advance in reducing the uncertainty of the state vector, for 
example, by considering the spatial relationslups between 
the edges on a same plane. 
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