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Abstract 

This paper proposes a new method to extract the 
moving objects from the video sequence. The pro- 
posed method is robust to the noise and the illumi- 
nation change effect of the observed image. It is basi- 
cally the background subtraction with the background 
image which can be estimated from the global illumi- 
nation change in the observed image. A mapping table 
between the present image and the original background 
taken in advance, is generated to estimate the present 
background image. After the background subtraction 
for each pixel, the mean and the variance for the dif- 
ference is calculated for each block to get higher ro- 
bustness for the segmentation. It  is also applicable to 
the illumination change by estimating and using the 
background brightness which is occluded by the mov- 
ing object itself. The performance of the real-time im- 
plementation of the proposed approach is evaluated in 
comparison with the previous approaches. 

1 Introduction 

Real-time extraction of the moving objects from the 
video sequence is an important topics for the various 
applications in computer vision. The application in- 
cludes the measurement of the number of the traffic 
cars, the observation of the traffic situation, the auto- 
matic detection of a trespasser, the data compression 
in video images, or the analysis of non-rigid motion. 

Among the segmentation approaches of moving ob- 
ject, the "Background subtraction" is the most basic 
and speedy approach. It works well if and only if the 
background image has the constant brightness, and it 
fails under the condition that the brightness of the 
moving object has the close value as the background. 
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While in [I], an approach using both the background 
subtraction and the "Region Growing with Spacio- 
Temporal Watersheds" is proposed to extract the mov- 
ing object . The purpose of this method is object-based 
coding of the image compression technologies and its 
real-time implementation is difficult. 

While the "Normalized Distance" [2] has been pro- 
posed to give the better result for the effect of illumi- 
nation change. This is also based on the background 
subtraction. It is still weak to the noise and fails to the 
points with the low brightness or the observed points 
with the similar texture as the background. 

"Peripheral Increment Sign (PIS)" [3] has been also 
proposed for the condition that the expectation for the 
illumination change is difficult. It is applicable to the 
real-time implementation because of the simple filter- 
ing process, but the segmentation of the moving object 
with itself is still weak to the noise effect. 

On the other hand, the probabilistic approach using 
EM algorithm is proposed to remove the shadow region 
of the moving object from the estimated moving region 
[4]. The problem is that it is difficult to estimate the 
a ~ ~ r o ~ r i a t e  initial value or the classification is difficult 
uyderAthe complicated background. 

This paper proposes a new and a robust approach 
to the noise and the illumination change effect of the 
observed image. The proposed approach is basically 
the background subtraction with the background im- 
age which can be estimated from the global illumina- 
tion change in the observed image. A mapping table 
between the present image and the original background 
taken in advance, is generated to estimate the present 
background image. After the background subtraction 
for each pixel, the mean and variance for the difference 
is calculated for each block not for each pixel to get 
higher robustness for the segmentation. It is also ap- 
plicable to the illumination change by estimating the 
background brightness which is occluded by the mov- 
ing object itself. The performance for the real-time 
implementation of the proposed approach is evaluated 
in comparison with the previous approaches. 

Section 2 shows the detail of the proposed approach, 
and section 3 shows the experimental results. The last 
section includes the conclusion and the future works. 



Figure 1: Outline of Proposed Approach 

2 Proposed Approach 

The outline of the proposed approach is shown in 
Figure 1. The first process is introduced to estimate 
the background image, and the second process is in- 
troduced to extract the moving objects according to a 
block process of the background subtraction values. 

The required condition assumes that "background 
image" is obtained in advance as only the original back- 
ground image. 

2.1 Generation of Estimated Background 
Image 

Let the original background image obtained be- 
forehand be B and let the observed image at time 
t( t  = 1,2, ...) be I t .  The region without the moving 
objects is defined as the background region Rt. 

When intensities in the whole image change under 
the conditions of illumination or the gamma control, 
the intensity It (x, y) in Rt  differs from that of the orig- 
inal background image B(x, y). In such a case, the 
moving regions cannot be extracted by the simple back- 
ground subtraction. So, we consider to estimate the 
background image Bt and extract the moving regions 
using the subtraction between Bt and It. The gen- 
eration of the estimated background image Bt is per- 
formed by the following procedure. 

1. Acquisition of region used for generation of inten- 
sity conversion table 

2. Creation of intensity conversion table 

3. Creation of Bt by intensity conversion table 

2.1.1 Acquisition of Region used for Genera- 
tion of Intensity Conversion Table 

Let (x, y) and (x', y') be the different points in the 
image and suppose that I (x ,  y) is equal to I(xl ,  y') if 
B(x, y) is equal to B(xl, y') when the intensities change 
in the whole image. This assumption enables to make 
a mapping table of B(x, y) to  I (x ,  y) based on the r e  
lations between B(x,  y) and I (x ,  y) a t  the background 
region. 

To make the table, the intensity It(x, y) should be 
obtained from the region without the moving regions. 
Let the candidate of the background region be R;. The 
Ri is taken as shown in Figure 2. First, the difference 
values between It and It-1 is obtained and binarized 
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Figure 2: Acquisition of Region 

by thresholding. Secondly, the binarized values is re- 
versed. And finally, the Ri is taken as the logic opera- 
tion AND between the regions with the reversed values 
and the last estimated background region Rt-1. Ro is 
necessary to estimate B1, here, Ro is treated as the 
whole region of image. 

2.1.2 Intensity Conversion Table 

The mapping table of B(x, y) to I(x,  y) is made by us- 
ing the obtained region R:. This table converts the 
intensities from thebackground image B to the esti- 
mated background image Bt. This table is named as 
"Intensity Conversion Table". A histogram shown in 
Figure 3 is produced from each set (It(x, y), B(x,  y)) 
in the region R: to make the conversion table. The his- 
togram & named as "Intensity Mapping Histogram". 

The intensity conversion table is created from this 
histogram as shown in Figure 4. For example, look 
at the part where the intensity a t  B is 26, from the 
histogram. As shown in the histogram at the 'intensity 
a t  B = 26' in Figure 4, some pixels which have the same 
intensity a t  B may not have the same value at I t  under 
the noise effect. So, the conversion table is generated 
using the mean value of the intensities of a set of pixels 
a t  I t .  Since the mean value a t  It becomes 11 in the case 
of this example, the set (26 , l l )  of intensities a t  B and 
It is obtained and added to the conversion table. The 
set consists of all pixels which have the same intensity 
in B(x, y) as the candidate of the background region. 
While, the linear interpolation is applied for the points 
of range that do not appear in the conversion table. 

2.1.3 Creation of Bt by Intensity Conversion 
Table 

The created table converts the intensities a t  the mov- 
ing region in It from the intensities a t  B. As a result, 
the background Bt without the moving objects is esti- 
mated. Figure 5 shows a example of Bt. 

2.2 Block Process of Background Subtrac- 
tion Values 

The difference value between the observed It and 
the background Bt is calculated for each pixel. With 
the difference value alone, the moving regions of the 
brightness close to Bt cannot be detected. It is divided 
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Figure 3: Intensity Mapping Histogram 
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Figure 4: Creating Intensity Conversion Table from 
Histogram 

into some blocks, then calculate the mean m and the 
variance V of the difference values for each block. If the 
difference values between It and Bt are small for the 
block, m and V will also become small. Consequently, 
The block that has small m and V can be regarded as 
the background region. 

The detection for each block is done according to the 
above process. Subsequently, more detailed outline of 
the moving object is extracted for each pixel. For the 
block region that surrounds the outline of the detected 
moving region, each pixel is classified into either the 
moving region or the background region, as in the case 
for the block process. 

The moving region is obtained through the above 
processes, and the detected regions Rt except the mov- 
ing region are used to generate a background image a t  
next frame. 

3 Results 

A general purpose digital video camera is used as a 
video sequence input device. The target image consists 
of 720 x 480 pixels, and the corresponding block size 
is taken as 10 x 10. The image is processed as a gray 
scale obtained from the original RGB images. With 
a fixed camera, the input image is taken under the 
general illuminating condition that the intensity of the 
light source is changed in taking image sequence. 

Figure 6: Experimental Data 

Figure 6 shows an example of experimental data. In 
this example, a scene in the room is taken as a back- 
ground and a person appear from the right. Figure 
6-(a) shows a background image taken in advance and 
Figure 6-(b) shows an observed image that a moving 
object (a man) appears. Here, the observed image has 
the different brightness from the background image. 

Figure 7 shows the experimental result. The white 
region in the result corresponds to the detected mov- 
ing object, while the black region corresponds to the 
detected background region. 

This approach can extract the moving object with 
high performance under the illumination change. 

Figure 8 shows the comparison between the pro- 
posed approach and the others. For the comparison 
under the same condition, each approach is demon- 
strated for the block level. The proposed approach is 
demonstrat,ed without the background subtraction on 
each pixel around the outline of the moving object. 
While, for both the standard background subtraction 
and the PIS, the target image used is converted to a 
mosaic image beforehand. It is shown that the pro- 
posed approach works fine in comparison with the oth- 
ers. From the observation, Figure 8-(a) fails to the 
case that the moving object has the brightness close 
to the background and that the background region has 



Figure 7: Results 

the brightness change. From the PIS, Figure 8-(b) has 
many noise for the background region. Also, Figure 
8-(c) cannot get the exact segmentation for the case 
that the moving object has the similar texture inside 
the block as that of the background image and that the 
block has low intensities. (a) Standard Background Subtraction 

4 Conclusion 

This paper proposed a new approach to extract the 
moving region using a background image. The ap- 
proach uses the estimation of the present background 
image and it has the clear advantage to extract the 
moving object in real-time with robustness for the il- 
lumination change in the background. This is shown 
through the experimental evaluation in comparison 
with other previous approaches. The future works in- 
clude the improvement of the incorrect detection for a 
background after a moving object passes through, also 
that for the shadow region produced with the moving 
objects. 
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