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Abstract 

Clustering of the training data using K-means 
method improved the generalization ability of 
kernel-based Fisher discriminant analysis. In 
this study, Gaussian type kernel function was 
used. The proposed method is applied to the 
vision-based recognition of the 41 Japanese Sign 
Language (JSL) static hand postures, which 
express part of the Japanese syllabary. The 
reflective near-infrared light method was used 
with few burdens for a hand postures 

hand postures in which the outline were similar 
cannot be discriminated, or a hand had to be 
colored. In this study, the reflective 
near-infrared light method without a cumbersome 
glove-like device is applied to the recognition of 
the 41 JSL static hand postures. After 
preprocessing for the raw data, feature vector 
was extracted by K-means method and Gaussian 
type kernel function [5]. For classification of 41 
postures of 4 subjects, linear discriminant 
analysis (LDA) was used. 

expressioner compared with the conventional 
methods. The image data obtained by this 

2 Manual Japanese Syllabary,  

method can cut a background and include the "Yubi-Moji" [6] 
- 

depth information of the hand as the intensities "Yubi-Moji" is an element of JSL and 
of image. expresses the Japanese kana syllabary and 

number with one hand. Figure 1 shows the 
1 Introduction manual Japanese kana syllabary Yubi-Moji. This 

The important role in advanced multi-modal 
interface is expected to gesture mode. We are 
paying attention to the sign language as a kind of 
gesture which has linguistic structure and to 
recognition of the hand postures of this [I]. 

The research of recognizing hand postures is 
roughly divided two ways, a method using a 
contacted device like a data glove [2], and a 
method using a noncontact device like a camera 
[3][4]. As a more natural interface, the latter 
noncontact vision method is more excellent. For 
vision-based hand postures recognition, the 
method of using a silhouette, a color marker, and 
a color glove to each finger were studied until 
now. These had the demerit, however, that 
unnatural simple background were needed, the 

figure is drawn seen from the listener side. 
Yubi-Moji of the top row and the leftmost 
columun in Fig. 1 are made by reference in 
manual alphabet of American Sign Language 
(ASL). While manual alphabet of ASL 
expresses spelling, these hand postures of JSL is 
equivalent also to pronunciation (kana is a kind 
of syllabic). Among Japanese Deaf, Yubi-Moji 
of the Japanese kana syllabary is mainly used the 
proper noun with which a sign language word is 
not decided. 

Although there are hand gestures in Yubi-Moji 
which moves with the form of Fig. 1 to the 
right, a top, or body side, that does not treat 
here. For the more simplification in probrem, in 
this study, recognition probrem per letter 
between the 41 letters expressed with a still state 
in Fig. 1 are only treated. 
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Figure  1. Manual Japanese Sy l labary 
'Yubi-Moj i '  

3 Data Acquisition [I] 

To obtain the raw image data, a device called 
Motion Processor [7] (photograph in Figure 2) 
was used with a Windows 98 SE personal 
computer. This device irradiates near-infrared 
light at object in front of the device, and 
captures the reflected light by a 64x64 pixel 
image sensor. Although it depends on 
near-infrared light reflectance, the reflected light 
from the background can be cut, because that is 
weak as compared with that from a near object. 
As a result, for an object with almost uniform 
near-infrared light reflectance, the gray scale 
image which omit background and which include 
depth information as 256 intensity is obtained. 
Examples of the image obtained by this device 
are shown in Fig. 2, 3. 

Four subjects (males in their 20-40's. hearing 
persons) expressed repeatedly the Yubi-Moji to 
the order of the Japanese syllabary in front of the 
device as shown in Fig. 2, and the captured 
images were recorded as sequential frames on 
computer. From these data, five frames are 
extracted as a still image for 41 every letter of 
every subjects. Among these 5 frames, 3 frames 
were used as training data and remaining as 
unknown data. As the whole, we use 492 
training data and 328 unknown data frames. 

Figure  2. Schematic Arrangement f o r  
Data Acqu is i t ion  

'nap - r a m  
F igure  3. Image Example o f  Hand Postures 

The subjects except for a one subject didn't 
know sign language in advance, so hand postures 
were taught to them at the time of image 
acquisition. Since hand posture expression per 
letter is treated in this study, it is thought that 
there is no influence skilled in the sign language. 

As a preprocessing, the raw data resolution 
was converted from 64x64 to 32x32 pixels, and 
the hand image was centered on the frame, and 
intensity was normalized by linear histogram 
conversion method. Then, the input vector of 
1,024 (=32x32) dimensions which use the 
intensity of each pixel as an element was 
obtained by raster scan to every image frame. 

4 Feature Extraction by Gaussian 
kernel and K-means method 

The Gaussian type kernel function was used 
for extracting the feature vector from an input 
vector. 

is calculated, where 4. denotes distance between 

input vectors and the i-th training data vector and 
parameter a is equivalent to the size of the 
kernel. This calculation was executed to all 
training data ( i=I  -M), and the vector 
x=(x,, . . ,x,)' which makes these Xr an element 
was obtained as a initial feature vector 
corresponding to an input vector. If a is small, 
the feature vector will consists of local 
information near input vector. If o is large, the 



feature vector including the information on the = R ,  are expressed as 
large range will be formed. 

Although the initial feature vector is obtained, 2, = A f Z w A ,  kB = A f Z B A  
the number of dimensions of the feature vector is 
the same as the number of traininig data. In this 
study, since the number of training data is 492, 
the number of dimensions of the feature vector 
becomes 492. It is thought possible by reducing 
this dimensions to raise generalization ability by 
cutting down the amount of calculation in 
discriminant analysis and deleting excessive data. 
Then, before calculating the kernel feature, it 
tried to compress the number of training data by 
clustering using the K-mean method. By the 
K-mean method, the similar data is clustered in 
the same class, and a representation vector is 
obtained for every class. These representation 
vectors are used for the calculation of feature 
vector instead of a training data vector. 
Thereby, the dimensions of the feature vector 
becomes the same as the number of clusters of 
the K-mean method. 

5 Linear Discriminant Analysis [8] 

In order to distinguish 41 classes of hand 
postures, the new feature vector y=O,, . . ., y,)' 
in the discriminant space based on training data 
is considered. This new feature was obtained by 
the linear combination of the initial feature 

vector x=(x,, . . , x,)' of the chapter 4 as follows: 

y = A'x 

where A=[ayl is a coefficient matrix and A' 
denotes the transpose of A.  

Supposing the set {Ck);=, of K classes is given. 

The within-class and the between-class 
covariance matrices of the initial features, Z w  
and Z, , become 

where , x k ,  Xk are the priori probability, 

the covariance matrix, the mean vector of Class 

Ck, respectively, and $ is the total mean vector. 

Then, in the discriminant space, the within-class 

and between-class covariance matrices, Z, and 

In order to maximize the discriminating ability 
of discriminant space, it is required to be the 
between-class covariance enlarged as much as 
possible and to be the within-class covariance 
made as small as possible in discriminant space. 
Thus, the discriminant criterion 

~ = t r ( k ; k , )  
is introduced. Obtaining the maximum 
discliminating ability results in making this J 
into the maximum. The optimal coefficient 
matrix which makes a discriminant criterion the 
maximum is obtained by solving the eigenvalue 
problem : 

ZBA = Z w A A ,  ( A f Z w A  =I) 

where A is a diagonal matrix which consists of 
eigenvalues and I is a unit matrix. The j-th 
row of a coefficient matrix A is the eigenvector 
corresponding to the j-th size eigenvalue. It is 
known that in the case of LDA the maximum 
number of the dimension L of discriminant space 
is bounded by min (K-1, M) . 

When unknown image data is given after 
discriminant space was made from training data 
as mentioned above, the initial feature vector X 
is computed by the method of Chapter 4, and 
new feature Y of the unknown data is computed 
using an above-mentioned coefficient matrix A 
obtained from training data. 

In this study, to identify the class of the 
unkown data, we use a simple classifier. The 
distance between the Y of unknown data and 
the mean Y of training data consisted with class 
Ck was computed. Then it was considered that 
the unknown data belonged to the class Ck with 
the nearest distance. 

6 Experimental Results 

Figure 4 and Table 1, 2 shows the change of the 
recognition rate to the training data and that 
(generalization ability) to the unknown data at 
the different value of parameter a and clusters 
number of the K-means method. It found out 
that improvement from 97.87 % to 99.09 % in 
generalization ability was possible by some 
reducing the number of clusters (492 + 250 - 
300) , and suitable a (25). Thus, the method 
proposed in this study was effective for the 
improvement of a result. 
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Vision-based recognition of the 41 hand 
postures of JSL were investigated by using 
kernel-based Fisher discriminant analysis. The 
data obtained by reflective near-infrared light 
method were used. Clustering of the training 
data using K-means method improved the 
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discriminant analysis. 
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