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Abstract 

A method for reconstructing shape of an object from 
its silhouette using a mobile camera to which a gyro 
sensor is attached is proposed. In order to determine 
unknown camera positions at which images are taken, 
the pose information of the camera derived from the at- 
tached gyro sensor as well as silhouette of the object 
are used. An algorithm for computing the camera po- 
sitions by an iterative process of registering silhouettes 
associated with viewpoints is shown. After the compu- 
tation of the camera positions, the object shape is recon- 
structed based on the usual shape from silhouette algo- 
rithm. The camera is mobile, and thus it can take sil- 
houette images of the object from arbitrary directions. 
This enables us to avoid incorrect shape reconstruction 
due to restricted viewing angles, which often occurs in 
conventional shape from silhouette methods. Several ex- 
perimental results are shown. 

1 Introduction 

Many methods have been developed for reconstruct- 
ing 3D shape of an object from its silhouette based on 
the idea of shape from silhouette [I ,  2, 3, 41. One of 
them is the method that uses a turntable for rotating a 
target object; multiple images of the object viewed from 
different angles is obtained by the turntable and a fixed 
camera. Since the relative position and pose between the 
camera and the object are reliably obtained, this method 
produces comparatively good results without special de- 
vices and has already been commercially available. 

A major restriction in the shape from silhouette meth- 
ods is the inability to reconstruct the shape of a concave 
part of the object surface. It is basically impossible to 
reconstruct a concave shape by the shape from silhouette 
methods. However, i t  often occurs that even a convex 
part of the object shape is incorrectly recovered because 
of self-occlusion. This occurs when the viewing direc- 
tions are restricted and are not enough. In this case, the 
resulting shape is partially true shape and partially incor- 
rect shape that is similar to the convex hull of the true 

Figure 1 : In order to avoid self-occlusion and to recon- 
struct correct shape by the shape from silhouette method, 
it is important to take images from various directions. 

shape, and therefore this is called the visual hull effect. 
The method that uses a turntable often suffers from this 
effect. 

To avoid this problem, the viewpoints must be 
changed arbitrarily in order to take images of the object 
from arbitrary directions; see Fig. 1 .  This is possible by 
taking images using a mobile camera. In that case, how- 
ever, the position and pose of the camera at each view- 
point are unknown and thus they have to be precisely es- 
timated in order to reconstruct the object's shape based 
on the shape from silhouette algorithm. Niem et al. pro- 
posed a method that uses a calibration pattern placed on 
the floor and under the object. The irnages of the ob- 
ject and of the calibration pattern is taken at the same 
time, and the camera parameters are estimated based on 
the idea of structure from motion [I]. (The extrinsic pa- 
rameters as well as intrinsic ones are estimated.) In their 
method, processes of extracting characteristic points and 
establishing their correspondences across the images are 
required. Furthermore, the necessity of the calibration 
pattern can restrict the applicability of the methods. 

From these points of view, this paper proposes a novel 
method that uses a mobile camera to which a gyro sensor 
is attached. The pose of the camera, which is one of the 
two extrinsic camera parameters, is obtained from the at- 
tached gyro sensor. By calibrating the relation between 
the output of the gyro sensor and the true camera pose 
in advance, the camera pose is assumed to be precisely 
known. Then, the camera position, which is another ex- 
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Figure 2: Data flow diagram for overall system. Inputs are object's images and pose of the camera at each viewpoint. 

2 Registration of silhouette cones 
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Figure 2 shows a graph showing the flow of the data 
from image acquisition to shape reconstruction in the 
overall system. As described, the pose of the camera 
at each viewpoint is obtained from the gyro sensor at- 
tached to the camera. Using the camera poses as well 
as the object's silhouettes in the images, the position of 
the camera at each viewpoint is computed. Then its 3D 

reconstructed based on the usual shape from silhouette 
algorithm. The proposed method should be appealing 
because the method can treat large objects such as an au- 

shape is reconstructed based on the known algorithm of 
shape from silhouette. The process of computing the 
camera positions that is written as "registration of sil- 
houette cone" in Fig.2 is the main theme of this paper. 

We assume perspective projection and known intrin- 
sic parameters of the camera. As shown in Fig.3, sil- 
houette is an outline of the object on the image plane. 
By back-projecting the silhouette onto the 3D space, we 
have a cone whose vertex is at the projection center and 
that osculates the surface of the object, called the silhou- 
ette cone. We have as many silhouette cones as the im- 
ages. We "register" these silhouette cones so that they 
overlap each other, as shown in Fig.3. In this way, we 
determine the camera position of each viewpoint. (Note 
that the absolute size of the object cannot be determined 
in our situation.) 

Let n be the number of images and i denote each of the 
viewpoints (i = I , .  . . ,  n). The transformation from the 
world coordinates to each camera coordinates is written 
hv 

I I 

i-th image plane 

tomobile and a building, which are impossible to move 
and put on a turntable; it can treat even objects that are 
fixed on the ground or large objects such that a calibra- 
tion pattern of an appropriate scale cannot be prepared. Figure 3: Illustration of silhouette cones. 
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Figure 4: When the positions of the ith and jth view- 
points are correct, the ith silhouette should be inscribed 
to the projection of the jth silhouette cone on the ith im- 
age plane. 

..... ..,' 
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from the gyro sensor, we are to determine ti for i = 
1, ... ,n. 

As described, the determination of ti is done by the 
registration of the silhouette cones. We carry it out on the 
image plane. The projection of the jth silhouette cone 
onto the ith image plane usually forms a region enclosed 
by two straight lines; see Fig.4. The two lines cross at the 
epipole of the jth viewpoint. When ti and t j  are correct, 
the ith silhouette should be inscribed to the two lines of 
the jth silhouette, as shown in Fig.4. Based on this fact, 
we determine the positions ti (i = I , .  .. ,n)  so that the 
silhouette is inscribed to every two lines formed by the 
silhouette cone of other viewpoint. 

- J 
To determine ti in this way, iterative computation is 

xi = Rix + t i .  ( 1 )  necessary, since when ti is changed, projections of the 
silhouette cones onto the image plane will change. The 

Since R,, the camera pose for each viewpoint, is known iterative algorithm takes the following steps: 



j-th image plane is given by 
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Figure 5: Illustration of P and Q; see text. 
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Figure 6: Illustration of M and N; see text. 

1.  Initialize ti (i = I , .  . . ,n) .  

2. For all i and j ,  choose two points on the jth silhou- 
ette curve such that their corresponding two lines 
on the ith image plane form the boundary lines of 
the projection of the jth silhouette cone, as shown 
in Fig.5. Let Pi j  and Qi j  denote these points. 

3. For all i and j ,  choose two points on the ith silhou- 
ette curve such that the line connecting each of them 
to epipole of the jth viewpoint is outermost on the 
ith image plane, as shown in Fig.6. Let Mi,, and Nii 
denote these points. 

4. Update t i  so that the two lines connecting the 
epipole of the jth viewpoint to q, and Q! ., which 

! J 

are the projection of Y j  and Qij  onto the ~ t h  image 
plane, pass through Mi, and Nij on the ith image, 
respectively. 

where f is focal length of the lens, [p l  , p 2 ,  p3] is the 
vector O:,P,> represented in the ith coordinates system, 
[ml ,m2] is the image coordinates of Mi,, and [tl :t2,t3] is 
the coordinates of the epipole O:, represented in the ith 
coordinate system; [t, , t2, t3] is given by 

Thus, J ! ! )  = 0 is a linear equation for ti and t i .  The con- 
I J  

dition for the line O:,,Q:j to pass through Ni, is given by 

a similar equation; we denote it by J!?) = 0. In the pro- 
1.1 

cess of iteration, all of these equations cannot be zero, 
since the points el and Qij  etc. are possibly different 
from the points that would be chosen under the true ar- 
rangement of the viewpoints. Furthermore even after a 
sufficient number of iteration, they cannot be zero due 
to noises derived from the gyro sensor, the quantization 
error of the silhouette, and so on. Thus, at each step, we 
compute ti minimizing 

If noises were successfully modeled, we would have 
more preferable minimization. This will be studied in 
the future work. 

For each of n viewpoints and each of other n - 1 view- 
points, there are two constraints on ti that are derived 
from two lines, Oij<, and O:,Q;,. Hence, the number 
of equations is 2n(n - 1). There can be cases where the 
projection of the silhouette cone does not form a region 
enclosed by two lines, depending on relative poses and 
positions of viewpoints. Let the number of such cases be 
k. Then, the number of equations is 2n(:n - 1) - k. 

On the other hand, unknowns are ti for i = I ? .  . . ,)I. 
Applying overall translation to ti would result in the 
same solution. To avoid this ambiguity, we fix the co- 
ordinates of the first viewpoint as t ,  = [0,0:0IT. Thus 
the number of unknowns is 3(n - 1). We define a vector 
by putting them in order: 

Then, the above minimization problem can be at least 

5. If ti converges, then stop. Otherwise, go to Step 2. formally written as 

X T  = 0, 
In Step 2 and 3, ti is used for choosing the point sets 

(6) 

(Pi, , ,  Q i j )  and (Mi, ,  N i i )  In Step 4,  ti is recomputed us- where X is a (2n(n - I) - k) x 3(n - 1) matrix. To avoid 
ing the chosen point sets. The recomputation is done by the described ambiguity of scale, we constrain ti as IT1 = 
solving a linear minimization problem. The detail is as 1 .  As a result, T is given by the normalized eigenvector 
follows. associated with the minimum eigenvalue of the matrix 

The condition for the line O:,?, to pass through Mi,, X ~ X .  



Figure 7: Image sequences used for the experiment. Up- 
per: Rubber duck (4  out of 33 images). Lower: Hand 
model (4 out of 28 images). 

3 Experimental result 

We tested the proposed algorithm using a CCD cam- 
era to which a gyro sensor (Datatec GU-301 1) is at- 
tached. Starting from any initial value chosen randomly, 
the algorithm always converged after at most 7 iterations. 
Table 1 shows the iteration count that the algorithm took 
until it converged for the image sequence shown in the 
upper row of Fig.7. The initial values for ti were altered 
randomly for each trial, and 100 trials were carried out. 

Two objects, a rubber duck and a hand model, were 
used for experiments. Figure 7 shows selected four im- 
ages in the image sequences. The number of the images 
is 33 for the duck and 28 for the hand. The camera posi- 
tions for them are recovered by the algorithm described 
in the last section. Using the recovered camera positions, 
the shapes of these objects are reconstructed from the sil- 
houette based on the existing shape from silhouette algo- 
rithm. Figure 8 shows the reconstructed shapes. For the 
duck, it can be seen that the overall shape is correctly re- 
constructed. For the hand, except a few visual hull effect 
occurs in the bases of a few fingers, most of the result is 
satisfactory; even a small space between the thumb and 
the forefinger is correctly reconstructed. 

4 Summary 

We have shown the algorithm that determines the po- 
sitions of the camera using the object's silhouette on the 
image when the pose of the camera is known. The cam- 
era pose is obtained by a gyro sensor attached to the cam- 
era. The method does not extract feature points or estab- 
lish their correspondences. Experimental results show 
that the shape reconstruction is possible with reasonable 
accuracy. 

In the method, accuracy of extracting the object's sil- 
houette gives compound effects on accuracy of the final 

Table 1 : Result of the algorithm's convergence. 

Figure 8: Reconstructed 3D shapes. 

Iteration count 
Times of I00 trials 

shape reconstruction. For other conventional methods, 
e.g., using a turntable, the silhouette accuracy actually 
affects the reconstruction accuracy, too. In our method, 
however, it first affects the accuracy of estimating the 
camera position, and then affects that of the shape recon- 
struction. Therefore, a precise extraction of silhouette is 
more important in our method. In a future work, we will 
study these effects. Furthermore, development of a rnini- 
mization criterion that considers error of the camera pose 
or quantization error of the image is also a future work. 

1 2 3 4 5 6 7 8 
0 0 0 0 20 52 28 0 
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