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Abstract 

We propose a passive method that acquires the 
3D model of an object from a sequence of stereo im- 
agesin which the object is moved to show all the 
views of it to a stationary stereo camera. First, 
we select a few of views of the object in the se- 
quence, and recover the 3D shape of each view using 
motion-stereo frame, that is, two temporally con- 
tinued frames of stereo images around the selected 
view. On the assumption that the background is 
static and the object is rigid, we can evaluate the 
reliability of the obtained shapes and thus can se- 
lect the optimal motion-stereo frame for a view from 
which the shape of the object can be obtained most 
reliably, by examining how well the obtained match- 
i n g ~  satisfy either rigidity condition or stationary 
condition. Finally, the partial shapes obtained at 
the optimal motion-stereo frame of each view are 
integrated to generate the 3D model of the object. 
Experimental results on a real object show the ef- 
fectiveness of the method. 

1 Introduction 

Acquiring 3D model of an object is an important 
task in many applications of computer vision. In 
the passed decades, enormous research efforts were 
made in this field and there have been various meth- 
ods proposed to solve the problem. Generally, most 
of those methods can be classified to two classes of 
active approach and passive approach. The active 
approaches, such as range finder with laser strips or 
other coded light-projecting, can obtain accurate 3D 
shapes of the object, but they always require special 
illumination and that the object exists a t  a close dis- 
tance, so usually they can only be used in well con- 
trolled environment. On the other hand, the passive 
approaches, such as stereo, shape from shading and 
shape from motion, can be applied in usual environ- 
ment, but they always can only achieve relatively 
lower accuracy and reliability of 3D shapes. 

In recent years, due to  the increasing demands 
on acquiring 3D model of an usual object in an 
usual environment, the passive approaches become 
attracting, and there are some new passive methods 
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proposed. Shape from counter[l,2] attempted to  ac- 
quire 3D model of an object by recovery a sequence 
of surface properties at the extremal edges when the 
object is rotating. This method requires that the ro- 
tation axe can be known accurately and the object is 
convex. Another kind of passive approaches is to  im- 
prove traditional passive methods by using multiple 
input information of traditional passive approaches. 
As examples, multi-baseline stereo[3,4] used more 
than two stereo images with different baseline to im- 
prove the accuracy and reliability of stereo match- 
ings, and stereo motion[5] utilized the consistency in 
stereo matching and optical flow to eliminate the un- 
reliable stereo matchings and optical flow computed 
from a sequence of stereo images taken by a mov- 
ing stereo camera. However, the objective of those 
methods is to recover the 3D structure of the scene, 
rather than to build the 3D model of a specific ob- 
ject. 

In this paper, we propose a passive approach to  
acquire 3D model of an object from a sequence of 
motion stereo images taken from the object which 
is moved to show a full view of it to a stationary 
stereo camera. In the proposed approach, we first 
select a few of views of the object in the sequence, 
and recover the 3D shape at each view using two 
temporally continued frames of stereo images, called 
motion stereo frames. The views of the object are 
selected interactively by giving approximately some 
time points in the sequence. Then the optimal mo- 
tion stereo frame around each time point are deter- 
mined by examining how well the correspondences in 
the four images can be segmented into rigid motion 
region and static region, assuming that the back- 
ground is static and the object is rigid. The 3D 
shape of each view is recovered by a method called 
motion stereo which utilizes both stereo information 
and motion information contained from the motion 
stereo frames. To generate 3D model from the 3D 
shapes of the selected views, we first estimate ini- 
tially the relative pose parameters of the 3D shapes 
using a few initial matching points which can be 
obtained by tracing, and then refine them using tex- 
ture matching. In our experiment, initial matching 
points are given manually. The 3D shapes of the se- 
lected views are merged by transforming them to a 
common coordinate system. When the views are se- 
lected such that each surface of the object appears in 
more than one views, we can extract the overlapped 



surfaces to  eliminate some irrelevant parts of shape should obey the same motion parameters and the 
such as hands which touch to but does not belong 3D points in the background should be stationary. 
to  the object. The overlapped surfaces are filtered that is, 
by a median filter to generate an unique and thin 
surface. Experimental results on a real object show Pibj = RPobj + T and PLck = Pbck. (2) 
the effectiveness of the method. 

where Pibj, Pobj, Pick and Pack can be computed 

2 Motion Stereo easily from two sets of stereo matchings. R and T are 
rotation matrix and translation vector of the object 

Motion stereo[6] is a method to  obtain the 3D 
shape of the object from two frames of stereo im- 
ages where the second frame is taken after the object 
moved slightly. Using such a motion stereo frame, 
we can utilize both stereo information and motion 
information to find more reliable correspondences in 
the images than just using only one. Here we give a 
brief description of the method. Figure 1 illustrates 
the motion stereo model. 
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Figure 1: Motion stereo model 

The stereo cameras are calibrated and the stereo 
images are transformed to  standard stereo cam- - 
era setting previously. From stereo image pairs of 
(11, 12) and (13, 14), we compute two sets of stereo 
matchings by finding matchings along epipolar lines, 
using a sub-pixel D P  matching technique which 
takes matching continuity into account[7]. From im- 
age pairs of (11, 13) and (I2, 14), two sets of optical 
flow are computed with temporal-spatial gradient 
technique[8]. From the assumption that the object 
is rigid and the background is stationary, the fol- 
lowing conditions which the stereo matchings and 
optical flow should obey can be derived. 

1. Consistency of stereo matchings and optical 
flow: for each quadruple of points which are corre- 
sponded in the four images, we have 

v l=v ,  and u , - u l = d 2 - d l .  (1) 

where (uI, vl) and (u,, v,) are the vector of optical 
flow in the left images and the right images, and dl 
and d2 are the disparity in the stereo pairs of images 
before and after motion, respectively. 

2. Rigidity of motion and stationariness of back- 
ground: all the 3D points on the object surface 

motion. 
Under these conditions, we can integrate the 

stereo matchings and the optical flow, which are ob- 
tained from Ik, k = 1,2,3,4 individually and may 
satisfy neither of the above conditions, to gener- 
ate reliable correspondences among the four images 
(here I1 is the base image). This is carried out by 
the following procedure: 

1) Select the correspondences which have obvi- 
ous motion, nearly satisfy condition 1 and have 
relative motion rigidity. That is, the correspon- 
dences should satisfy: a) d= 2 0.5, b) 

(vl - v , ) ~  + (u, - u1 - d2 + 5 0.1 and c) 
ld(P,, PI) - d(P&, P;) 5 Tg.  Where P k  and 

PL are the 3D points before and after motion deter- 
mined by the correspondence, and Tg is a threshold 
which can be computed automatically with thresh- 
olding method such as that proposed by Kittler[S]. 

2) Estimate the parameters of object motion us- 
ing the correspondences selected above. This can be 
done in the 3D space[lO] because the 3D coordinates 
of the correspondences before and after motion can 
be computed easily from stereo matchings. 

3) For each pixel rl = (xl , yl ), the following four 
correspondences in the four images with motion and 
stereo consistency are derived using the stereo mat- 
ings and the optical flow. 

Where d() and f ( )  are pixel mappings by stereo 
matching and optical flow, and r k  = (XI, yk), k = 
1,2,3,4 are the coordinate in image Ik. 

From above four correspondences with motion 
stereo consistency, we select the one which has the 
minimal motion rigidity error as the correspondence 
at pixel rl , supposed that rl is on the object. As the 
motion rigidity error a t  object pixels will be much 
lower that that a t  other places, the reliable corre- 
spondence of the pixel on the object can be extracted 
by thresholding the motion rigidity error. Similarly, 
the the reliable correspondences of background pix- 
els can also be obtained. For the pixels whose cor- 
respondence can not be determined reliably, we use 
the average depth of the reliable pixels in their neigh- 
borhood to determine their correspondences. 

4) The obtained correspondences in four images 
are represented by Active Net[ll], and are refined 



to the optimal matchings by minimizing the energy optical flow, the initial motion stereo frame of a typ- 
function defined on Active Net. ical view may be not the optimal one from which 

Figure 2 shows the experimental results obtained the 3D shapes can be obtained most reliable and 
by motion stereo from a motion stereo frame of a the object can be extracted most easily by motion 
box. stereo. Instead, some motion stereo frames around 

a) I n p ~ ~ t  imagrs 

b) Disparity c) Optical flow 

d) Shape on the sections in b). left: 
by stereo, right: by motion stereo. 

the initial one also contains the same view of the ob- 
ject, and may be more suitable to be used by motion 
stereo. In this section, we consider how to  select the 
optimal motion stereo frame around the initial view. 

On the assumption that the object is rigid and 
the background is stationary, if the correspondences 
of the pixels in four images are correct, they must 
satisfy either rigidity condition of object motion or 
stationariness condition of background. Therefore, 
the proportion of the correspondences satisfying ei- 
ther of these two conditions, which can be extracted 
by the method described in the previous section, can 
be used to evaluate the reliability of correspondences 
obtained by motion stereo. The proportion Rc(F)  
can be computed as: 

Here P,(F), Pb(F), Po(F)  and P ( F )  are the num- 
bers of correspondences with motion rigidity, the 
number of correspondences with stationariness, the 
number of overlapping corresponder~ces and total 
number of correspondences at motion stereo frame 
F, respectively. Rc(F)  should be maximized for the 
optimal motion stereo frame. 

On the other hand. in order to extract the ob- - -  - 

ject, we expect that all the region of the object has 
a distinct motion from stationary background. In 
other words, we expect that correspondences satis- 
fying motion rigidity condition and that with sta- 
tionaries are exclusive. Therefore, the overlapping 
proportion Ro(F)  of them should be minimized. 

Because Rc(F) and Ro(F) may be conflicting ob- 
jective functions, in experiment we select the opti- 
mal frame by 

n 
F = arg min{Rc(Fk) - Ro(Fk)) 

k = l  
( 5 )  

Figure 3 shows R,(F) - Ro(F)  computed for 
14 motion stereo frames around an indicated time 

Figure 2: Experimental results of motion stereo points. We can see that the 10th frame will be the 
optimal frame. 

Optimal Motion-Stereo Frames 
4 Integrating partial 3D shapes 

When the views of the object are selected so that 
The above method can be applied to the motion the full view of the object can be composed from 

stereo frames at the time points initially selected them, the 3D model of the object can be obtained 
for the typical views of the object to  obtain the 3D by integrating the 3D shapes obtained a t  each se- 
shapes. However, due to  the difference of object lected view. First, we estimate the relative pose pa- 
motion in each motion stereo frames, influence of il- rameters of the 3D shapes using a few initial match- 
lumination and the mistakes in stereo matching and ing points and refine them using texture matching. 
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Figure 3: R,-R, of continuous motion-stereo frames 

Then, the 3D shapes are merged by transforming 
them to a common coordinate system. Thirdly, we 
eliminate some irrelevant parts in the 3D shapes 
such as hands which touch to but not belong to  the 
object, by extracting the overlapped surfaces, sup- 
posed that the views are selected such that each sur- 
face of the object appears in more than one views. 
Finally, the overlapped surfaces are filtered by a me- 
dian filter to generate an unique and thin surface. 

The details are described in the following. 

4.1 Estimate Relative Pose Parameters 

The pose of the object in view Vi relative to 
that in Vk can be estimated initially from a few of 
matched points in the images of the two views. Be- 
cause t h e - 3 ~  information of each point in the images 
is known, the relative pose can be estimated easily in 
3D space[lO]. The matched points between images 
of two views are given manually in our experiment, 
although they can be obtained in real time by fea- 
ture tracing during the input of the motion stereo 
images. 

To integrate 3D shapes of N views, we only need 
to estimate relative pose parameters of N - 1 pairs of 
views in which any view must appears at least once. 
Using those parameters, we can derive the relative 
pose of any view to a base view, under which the 
partial shapes are integrated. 

When the initial pose parameters are approxi- 
mate to  the correct ones, if we transform shapes to  a 
common coordinate system, the points in the views 
which stand for the same 3D point of the object will 
be near to each other. Thus the the pose parameters 
of each view relative to  the base view can be refined 
iteratively using texture matching as following: 

1) For each view V,, transform the shapes of other 
views V,, m # n to  the pose in view V,. Then 
project the texture of the surfaces in each view to 
xy-plane. Note that for views Vm,m # n,  only the 
surfaces which are overlapped with that in Vn are 
projected. 

2) For each points p,(x, y) in the projected plane 
of V,, find the matching point pn(P,$) in the pro- 
jected plan of Vn by 

where C(pm,pn) stands for the correlation between 
p, and p,, and i, j = 0, ..., 5 

3) Treat the points in Vm,m # n as reference 
points, and estimate the parameters of perturbation 
R' and T' of V, to transformed Vm,m # n, using 
the method described in [lo]. 

4) Correct relative pose parameter of V,. 

R;+' = R; R' and Tk+' = RT + T: (7) 

After parameter refination, the 3D shapes a t  se- 
lected views are merged by transforming them to  the 
base view. 

4.2 Extract Object Regions 

The 3D shapes obtained by motion stereo may 
contain some parts such as background region adja- 
cent to the object or the hand which hold the object. 
When the frames are selected such that each surface 
of the object appears in more than one views, and 
that the hands holds the object at different place in 
each view, we can extract the overlapped surfaces 
to eliminate most of the the hand and the attached 
background regions which are randomly distributed 
in each view. This is done as following: for each 
3D point Pi on the 3D shape Si in view Vi, if no 
point in the other 3D shapes Sk, k # i exists in the 
neighborhood ( a cube of 5mm) of Pi, then Pi is 
deleted. 

Suppose enough number of views are selected, the 
boundary of the object in one view will appear in the 
interior regions in some other views. Therefore, we 
can determine the boundary of the object in a view 
further accurately, using the the interior regions of 
other views. For each view V,, we first apply erosion 
operation to each views Vm,m # n so that they 
contain no irrelevant part. Then transform Vm,m # 
n to the pose of Vn and project them to V,. Let I, 
be the set of the 3D points of the interior region in 
V,, and Pm(Im) be the set of projected points of I, 
in Vn, Then the region of the object in V, can be 
obtained by 

Rn = IJ Pm(Im) (8) 
m#n 

where U stands for union of sets. 

4.3 Thinning the Surfaces 

The overlapping surfaces are thinned by applying 
a median filter in z ,  x and y direction in order. That 
is, we first make two depth maps (that is, the z co- 
ordinates) on the zy plane, one is for the surfaces 
which appear in the side of viewer and the other is 
for the surfaces in the opposite side, by projecting 
all the 3D points to the xy plane and finding the 
closest and farthest depths for each 2D point in xy 
plane. All the 3D points which are not far from 
closest points are thought as the points in the front 
surfaces and are filtered by a median filter to  gen- 
erate a thin and unique front surface. The same is 
done for the surfaces in the opposite side. 



Next, for the part of surfaces which project to 
the region in the yz plane where no point in the 
thinned surfaces obtained above is projected on, the 
above process is also carried out. In other word, the 
process is only applied on the surfaces which can be 
see in the x direction but can not be viewed in the 
z direction. Similar processing is carried out on the 
xz plane. 

5 Experimental Results 

The experimental results of the proposed method 
are shown in figure 4. Figure 4(a) shows the selected 
views, and Figure 4(b) shows the 3D shapes obtained 
by motion stereo method at the optimal frames of 
each view. The obtain 3D model of the box is shown 
in Figure 4(c), represented with flat shading. 

I I I 

a) Selected views of a box. 

1)) 31) shapes obtained for the views. 

c) The 3D model of the object. 

Figure 4: Object model obtained by motion stereo 

6 Conclusion and Future Work 

We proposed a passive method that acquires the 
3D model of an object from motion-stereo. In the 
proposed method, we first select a few of views of 
the object, and recover the 3D shape of each view. 
Based on the assumption that the background is 
static and the object is rigid, we can evaluate the 
reliability of the obtained shapes and thus can se- 
lect the optimal motion-stereo frame for a view at 
which the shape of the ob-iect can be obtained most 
reliably. ~ h ;  3D shape -of each view is obtained 
by motion-stereo method using the optimal motion- 
stereo frame. Finally, the partial shapes are inte- 
grated to build the 3D model of the object. 

Future work includes utilizing the obtained 3D 
model of the object in view-based learning and 
recognition of the object. 
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