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Abs t rac t  
The optimal design parameters of classifiers for 

omni-font machine-printed numeral recognition based on 
the minimum classification error (MCE) criterion are 
determined experimentall y. The design parameters that 
influence the accuracy of an optical character reader (OCR) 
are: similarity measure (or distance measure), kinds of 
features, dimension of the feature vector, method of 
training, number of templates percategory, and the size of 
a training sample set. It way found that the optimum 
&sign parameters were simple similarity, four templates 
per category, and 576 dimensions (i.e., four directional 
feature planes of 12 x 12 blocks). The directional feature 
classifier with these design parameters gave the best 
performance and had the smallest memory size and 
computational cost of all the classifiers. 

1. In t roduc t ion  
An optical character reader (OCR) converts paper 

documents into an electronic form. In such OCR 
applications, numeral recognition is one of the most 
important methods and requires the highest accuracy. 
Furthermore, a large variety of type faces (fonts) must be 
recognized in order to widen the application fields. 

There are two character recognition approaches based on 
pattern matching. One is multi-template pattern matching 
based on the nearest-neighbor decision rule [I]. The other 
is the statistical approach based on the statistical decision 
rule 121. In the statistical approach, there are basic 
problems such as error in estimating distributions or 
distribution parameters. In several papers, methods to 
solve these problems were proposed [3],[4]. The multi- 
template pattem matching approach Qes not suffer these 
problems. However, this approach can't use information 
about the distributions. It is known that this approach 
requires many more training samples than the statistical 
approach does. A common objective in both approaches is 
that the classifier with the optimum design parameters is 
found [S]. This is fundamentally important in the design of 
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highly accurate classifiers. 
This study adopts the multi-template pattern matching 

approach rather than the statistical one due to its flexibility 
in training. The design parameters and factors that 
influence the accuracy are: similarity measure (or distance 
measure), kinds of features, dimension of the feature vector, 
method of training, number of templates percategory, and 
the size of a training sample set. In this paper, aclassifier 
with optimum &sign parameters is investigated 
experimentally. And the interrelationships among the 
accuracy, amount of computation, andmemory size for the 
templates are determined. 

2. Recognit ion Method  
2.1 Pre -p rocess ing  

Pre-processing includes three procedures: extraction of 
contours from a character image, noise redction, and 
linear size normalization. The contour of character is 
represented with eight directional codes. It is normalized to 
a size of 64 x 64. 

2.2 Feature  e x t r a c t i o n  
Two kinds of features were investigated. One of them is 

a directional feature which composes four separate feature 
planes, each of which represents directional elements of 
the pattem that corresponds to one of the four directions: 
vertical, right-diagonal, horizontal, and left-diagonal 
directions. The directional features are gray-scale image 
patterns. The other feature studiedhere is a simple, blurred 
image. 

The normalized data is divi&d into N (M horizontal x 
M vertical) blocks. And each feature is extracted from the 
blocks with a Gaussian filter. 

2.3 Discriminant f u n c t i o n  
Three kinds of discriminant functions were investigated 

as similarity measures: 1) simple similarity, which is a 
normalized cosine of two feature vectors; 2) directional 
simple similarity, which is an average of four simple 
similarities calculated for the four directional planes; and 
3)  Euclid distance. 



2.4 Training 
For training the classifier to optimize the distribution 

of the multiple templates, we used a generalized version of 
the learning vector quantization (GLVQ [6]). This is one 
of the learning metho& based on the minimum 
classification error (MCE) criterion [71,[8]. This criterion 
is a mathematically-derived optimization algorithm which 
minimize the loss function of the misclassification 
measure in an iterative manner. 

The training procedure consists of two steps. First, an 
LBG clustering algorithm [9] is activated in order to make 
an initial dictionary. Then, in the second step, GLVQ is 
activated eight times over. 

3. Classifiers 
We defined four classifiers by combining the features 

and discriminant functions described above. 
1) Classifier: #I 
The directional feature is used. The discriminant 

function is directional simple similarity andis represented 
as follows, 

where k is the number of the direction plane, N is the 
dimension of the directional feature for each plane, fk(i) is 
the feature vector of the input pattern, and g i k ( i )  is the jth 
template. 

2) Classifier: #2 
The directional feature is used The discriminant 

function is simple similarity and is represented as follows, 

where N is the dimension of the directional feature. 

3) Classifier: #3 
The blurred image feature is used The discriminant 

function is simple similarity and is represented as follows, 

where N is the dimension of the blurred image feature. 

4) Classifier: #4 
The blurred image feature is used The discriminant 

function is the Euclid distance and is represented a$ 
follows. 

4. Experiment 
4.1 Experimental method 

We analyzed the performances of the classifiers, in 
terms of an error rate un&r forced recognition, by 
conducting recognition experiments. 

Other parameters are dimensions of features, the 
number of templates for each category, and the size of the 
training sample set. First, three kinds of blocks divided 
into normalizeddatawere investigated. The block sizes are 
8 x 8, 12 x 12, and 16 x 16. Dimensions of the directional 
feature are thus 256, 576, and 1,024, respectively. 
Dimensions of the blurred image feature are 64, 144, and 
256. Second, numbers of template for each category were 
4, 8, and 16. Finally, one eighth, half, and all of the 
database for training were used as the training sample set. 

1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7  6 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4  5 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1234567890 
1 2 3  4 5 6 7 8 9 0  1 2 3 4  5 6 7  8 9 0  
1 2 3 4  5 6 7 8  9 0  1 2 3 U 5 6 7 8 9  0 
1 2 3 4 5 6 7 8 9 0  1 2 3 4 6 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4 6 0 7 8  9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7 8 9 0  
1 2 3  4 5 6 7 8 9 0  1 2 3 4 5 6 7 8  9 0  

1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7 8 9 0  
1 2 3 4 5 6 1 8 9 0  1 2 3 4 5 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7 8 9 0  

1 2 3  4 5 6 7 8 9 0  1 2 3 4 8 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7  8 9 0  
1 2 3 4 5 6 7 a 9 0  1 2 3 6 5 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4  5 6 7 8 9 0  
1 2 3 4 5 1 7 8 9 0  1 2 3 4 5 6 7 8 9 0  
1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7 8 0 0  
1 2 3 4 5 6 7 8 9  0  1 2 3 4 5 6 7 8 9 0  
1 2 1 4 5 6 8 7 9 0  1 2 3 4 5 6 7 8 9 0  

Fig. 1. Examples of numeral images in the databa.~. 



4.2 Database 
We used three numeral pattern databases of the 

characters 0 to 9 printed in about 130 different fonts. The 
databases contain images with normal print quality and 
two kinds of poor print quality; i.e., blurred images and 
faint images. The font size was 10 points and the scan 
resolution was 200 dpi. The printing condition was not 
good enough to get high accuracy, but it wasdeliberately 
set to amplify the differences of the classifiers. Figure 1 
shows examples of numeral images in the databases. 

The number of samples included in the four kinds of 
databases is shown as follows. 

1) Database for training: 213,504. 
2) Normal quality database for testing: 266,968. 
3) Database with blurred images for testing: 9,478. 
4) Database with faint images for testing: 15,501. 

4.3 Experimental Results 
4.3.1 Effectiveness of training 

For 213,503 training samples, the effectiveness of 
training is shown in Figure 2. The training processusing 
GLVQ converged rather rapidly and reached the error rate of 
zero by increasing the number of iterations for the same 
training set. 

size of training sample set 
(a) Classifier: #I 

(directional smiple similarity. directional feature) 

4.3.2 Normal quality database 
For the normal quality database of 266,968 samples, 

the relations among the error rate and the sample size with 
the different parameters of feature dimensions are shown in 
Figure 3. The error rate decreased by increasing the size of 
the training set. Regarding the size of the training set, the 
classifier using the blurred image feature required about 
110,000 samples in order to obtain zero 
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Fig. 2. Effectiveness of GLVQ for training sample set. 

size of training sample set 
(b) Classifier #2 

(simple similarity, directional feature) 

size of training sample set size of training sample set 
(c) Classifier: #3 (d) Classifier #4 

(simple similarity. blurred image feature) (Euclid distance. blurred image feature) 

Fig. 3. Relations between error rate and size of training sample set with different parameters of feature dimensions. 



Fig. 4. 

size of training sample set 
(a) Classifier: # I  

(directional smiple similarity, directional feature) 

size of training sample set 
(b) Classifier: #2 

(simple similarity, direc~ional feature) 

size of training sample set size of training sample set 
(c) Classifier: #3 (d) Classifier: #4 

(simple similarity, blurred image feature) (Euclid distance, blur~ed image feature) 

Relations between error rate and size of training sample set with different number of templates in 

: Clssrlfier: #? 

A : Classifier: #3 X : Classifier: #3 + : Classifier: #3 
X : Classifier: #4 : Classifier: #4 : Classifier: #4 

magnified dimension 
Fig. 5. Performance of each classifier with different 
magnified dimensions (for a database with blurred images). 

error rate, while the classifier using the directional feature 
required about twice as many, or 220,000 samples, to get 
the same performance. 

The relations among the error rate and the sample size 
are shown in Figure 4. Here, the parameters are the number 
of templates in a 16 x 16 block. That is, the featurespace 

blocks. 
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Fig. 6. Performance of each classifier with different 
magnified dimensions (for a database with faint images). 

constructed by using about 100 fonts is well represented 
by using four templates per category. 

4.3.3 Poor quality databases 
The amount of computation and the memory size are 

proportional to feature dimension multiplied by the 



( I  ) Erroneous patterns in a database with blurred images 

(2) Erroneous patterns in n database with faint images 

Fig. 7. Erroneous patterns in poor quality databases. 

number of templates. Here, we define this as "magnified 
dimension". The performances of classifiers with the 
different magnified dimensions for the databases of blurred 
images and faint images are shown in Figures 5 and 6, 
respectively. Erroneous patterns in poor quality databases 
are shown in Figure 7.  

It tumed out that the directional feature cla3sifier is 
more robust than the blurred image feature classifier. In 
other words, although they gave almost the same 
performance for the normal quality samples, the 
directional feature classifier attained a better performance 
for the poor quality samples; that is, it made half as many 
errors as the classifier using the blurred image feature. This 
result shows that a structural feature such as the directional 
feature can give robustness. 

It was found that the optimum design parameters were 
simple similarity, four templates per category, and 576 
dimensions (i.e., four directional feature planes of 12 x 12 

blocks). The directional feature classifier with these design 
parameters gave the best performance and had the smallest 
memory size and computational cost of all the classifiers. 

5. Summary 
We studied the interrelationships among the accuracy, 

the amount of computation, and the memory size for 
omni-font machine-printed numeral recognition based on 
the niinimum classification error criterion. It w s  found 
that the optimum design parameters were simple 

similarity, four templates per category, and four 

directional feature planes of 12 x 12 blocks. The 

directional feature classifier gave the best performance and 
had the smallest memory size and computational cost. 

Moreover, we will investigate the optimum design 
parameters for a statistical classifiers and compare these 
results with those presented in this paper. This should 
enable us to find the best classifiers for numeral 
recognition. 
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