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Abstract 

This paper presents a case of network-based mul- 
ticomputer with high capacity networks based on 
ATM technology in digital image processing applic- 
ations, providing solution proposals in case of loss 
of information. We propose to link the redundancy 
concept in digital image applications with t,he loss 
information concept in the network. 
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1 Introduction 

The adoption of a high speed network (like ATM) 
to overcome the bandwidth limitation introduced by 
traditional distributed systems based on traditional 
LAN technology [1][2]. Every day, is more frequent 
the use of distributed systems based on high-speed 
networks, also named Network-Based Multicomputers 
(NBM) or High Performance Distributed Systems 
(HPDS) [3]. There are two main families of NBM: 
message-passing and shared memory. The message- 
passing system addapts better. to the architecture of 
workstations clusters. In NBM, the main challenge is 
to minimize the impact of the network on the global 
performance [4]. This distributed systems differs 
substantially from traditional multicomputers, since 
are often heterogeneous and both the network and 
the nodes are shared with other users and the net- 
work can lose information. 

Implementation of Digital Image Processing (DIP) 
techniques in parallel systems is more necessary as a 
consequence of the high processing capacity required 
[5] [6]. With the use of the new generation of high 
capacity networks based on ATM technology, more 
efficient systems where the communication network 
is no longer a bottle neck in the system are being 
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obtained every day [7]. These networks allow dis- 
tributed applications with highly reduced latency of 
transmission (and real-time applications), but flow 
control procedures based on discard packets [8] are 
incorporated so that under specific circumstances in- 
formation losses may occur [8]. Some DIP paral- 
lel algorithms are observed t,o be liable to efficiently 
support information losses. 

2 Loss information and redundancy in 
DIP Applications 

In our work it is assumed that the network use 
a flow control based on cell discarding and there- 
fore loss of information in the network may occur. 
The discarding mechanism proposed is very simple: 
once a cell is lost, the remaining cells of the same 
packet are dropped without verification. In case it 
does, two possibilities are considered: to ignore the 
loss of information assuming that the algorithm will 
undergo degradation; or to regenerate the informa- 
tion lost in destiny from previous information. In 
the first case, degradation suffered by the DIP al- 
gorithm when information loss occurs can be ana- 
lyzed. In the second case, degradation suffered as 
a consequence of restoring some information which 
is likely to be somewhat different from the inform- 
ation received is also analyzed. In broad terms, we 
considered the possibility to transfer information de- 
letion and restore techniques to a DIP distributed 
systems by studying system performance in terms of 
the rate of message losses and computation increase 
in processing nodes produced by information restore. 

Also, using the information theory [ll], it is pos- 
sible to know the information of a message and if it 
is high, set a flag for the discard in congestion situ- 
ation (CLP hit in ATM technology). It is the goal 
of the many compression techniques. 

Data redundancy is a central issue in our work. 
It is a mathematically quantificable entity [lo]. If 
nl and n2 denote the number of information carry- 
ing units in two data sets that represent the same 
information, the relative data redundancy RD of the 



first data set can be defined as RD = 1 - n2/nl  and 
t,he information of a message with j cells I(nessage) 
can be defined as: 

3 Virtual topologies over ATM net- 
work 

In our work the implementation of virtual topolo- 
gies is analyzed starting from a high capacity net- 
work with ATM technology. To achieve this aim 
and using virtual circuit definition we design the de- 
sired topology which will subsequently allow us to 
implement algorithms designed for multicomputers 
using our distributed system. Figure 1 shows a 3x3 
mesh virtual topology on an ATM network with four 
switches. Figure 2 shows in detail a portion of the 
mesh. Though we considered a mesh topology, it is 
possible to define other virtual topologies. 

Figure 2: Detail of physical channel and virtual chan- 
nels at network 

4 Interface network - processor 

Each node has an interface that supervises the in- 
formation exchange between network and processor. 
Several API have been proposed. In [14] a compar- 
ative study has been carried out. Figure 3 shows the 
interface structure. 
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Virtual circuits are established in the initializa- 

tion stage so that they can be available when the 
processors need to transmit data through them. 

We use a modified version of NIST ATM simu- 
lator [12]. With this tool the user may create dif- 
ferent physical topologies, create logical topologies, 
control components parameters, measure network activ- 
ity and log data. Also, the ParDLXSIm simulator 
[13] has been used. ParDLXSim is a simulator of 
MTMD architecture, taking as reference the Paragon 
multicomputer. ~ h u s ,  each node consists of two gen- 
eral purpose processors RISC DLX, one of them ded- 
icated specifically to the communications tasks. 
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Figure 3: Network-processor interface 

The interface network processor contains four lay- 
ers: 

Physical layer: Transport information across 
physical medium. It is the physical layer of 
the ATM architecture. 

ATM layer: It is the ATM layer of the ATM ar- 
chitecture. It mainly performs switching, rout- 



ing and multiplexing. should have been received is passed to the receiver. 

AAL layer: It is the AAL-5 layer of ATM ar- 
chitecture. It is responsible for adapting ser- 
vice information on the ATM stream. We use 
modified ABR (Available Bit Rate) mode in 
AAL-5. 

INP layer. It is a characteristic design. It is 
responsible for the analysis of the information 
sent by processors and for the regeneration of 
the information which does not arrive on time. 

The INP design is one of the most important steps 
as it enables information regeneration in different 
forms. When a processor sends information the in- 
terface establishes (transmission module) whether it 
is sending a message with CLP desactivated (zone 
c), with CLP activated (zone b) or even if the mes- 
sage is not sent(rone a). If the message is the same 
as the previous one the right thing to do is not to 
send it to eliminate traffic in the network as it will 
be regenerated in destination by the receiver. Fig- 
ure 4 shows in detail the transmission module and 
Figure 5 shows the three levels of decision 
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Figure 4: Transmission module 
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Figure 5: Levels of decision in INP 

When the network information is received, it is 
first tested to check if it was the information ex- 
pected, in which case it is directly passed to the 
processor. If it was not the information expected, 
it means that there has been loss of information in 
the network and therefore the information thought it 

Moreover, with image sequences, the receiver will 
have available a timer so that in case a certain period 
of time is elapsed and no message has been received, 
the timer will analize the previous processes and sim- 
ulate them. This situation is easy to implement as 
the interface module will be able to pass the last 
message or an average of the final N messages. 

Two types of parameters can be considered to 
evaluate the limitsof the previous levels (zones) (Dab, 
Dbc and Th,.). On t,he one side, data differentiation 
between two consecutive messages with the same 
destination and on the other the information sup- 
plied by a meesage with respect to the previous one. 
We can consider a delta function or a difference func- 
tion. This second option provides higher resolution 
although a higher calculation capacity is required. 

5 Case of study 

In this section, we show a example. We use a 
parallel algorithm for image segmentation [15]. We 
considered a real-time execution. Figures 6 and 7 
show the outline of the algorithm. 
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Figure 6: Block diagram of t,he algorithm for the first 
step (smoothing) 
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In the first stage, a smoothing procedure based 
on self information is applied. In this stage, the pro- 
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cessors exchange data with their neighbors. This in- 
formation is statistical parameters and related data 
(figure 6). In the second stage, a bidimensional pro- 
ceclrlre with t,hresholding noise eliminat,ion is applied. 
In t.his stage, each processor is associated a part 
of the image. In this stage, a set of parameters 
is exchange between neighbouring processors and a 
broadcast pat,tern is involved. Finally, in the last 
stage, the processors exchange information with our 
neighbouring (figure 7).  In this example, local and 
broadcast communication is used. Also, the length 
of the messages is smaller than an ATM cell (each 
message is inside the cell). If a cell is discarding, a 
complete message is lost. 

Considering that the ATM presents background 
traffic, there is the possibility that some physical cir- 
cuits can be overloaded and the flow control pro- 
cedure may discard some cells. With the previous 
scheme traffic elimination in the network is obtained, 
which is proportional to Dab and Dac limits since 
Dab percent of the packages will not be sent. The 
effect of traffic elimination in the network is a degrad- 
at.ion of the algorithm. In order to evaluate this de- 
gradation we have carried out simulations with and 
without loss of information, considering some object- 
ive fidelity criteria as root mean square (RMS) error 
bet,ween original and loss algorithm (4). 

Moreover, we have considered any subjective fi- 
de1it.y criteria. 

A second case for study is an algorithm that ex- 
change great amounts of data. In this case the loss 
of a cell may be treated in two different ways. Either 
t,he cell lost is exclussively regenerated or the whole 
message is eliminated. In the first case the algorithm 
undergoes less degradation than in the second case, 
though results are more unpredictable. This type of 
a.lgorit,hms require to be studied in many aspects, 
reason for which they will he analyzed in further 
strldies. 

6 Future studies 

Some studies related with the one just presented 
can be carried out. Firstly, the API module can be 
optimized and debugged, so that it uses the least 
possible resources. 

The determination of common characteristics in 
algorithms which suffer information loss is very im- 
portant to enable' algorithm implementation. It is 
also important to establish criteria which allow the 
det,ermination of adequate values for coefficients Dab, 

D,, and Th, for each type of algorithm. 
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