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Abstract 

This paper discusses the application of the pertur- 
bation method to handwriting recognition. First the 
standard pattern recognition operations of prepro- 
cessing, feature extraction, and classification are re- 
viewed. Then we introduce the perturbation method 
as a new approach to overcoming the problems that 
result from the sequential architecture traditionally 
found in pattern recognition systems. Two case 
studies in handwriting recognition, namely, isolated 
numeral recognition and cursive handwriting recog- 
nition, are presented. Experimental results show 
that the perturbation method significantly improves 
the recognition rates of state-of-the-art systems. 
Key Words: Handwriting recognition, isolated nu- 
meral recognition, cursive handwriting recognition, 
decision fusion, perturbation method, nearest neigh- 
bour rules, neural networks, hidden Markov models. 

1 INTRODUCTION 

Handwriting recognition is an important and nec- 
essary step in many document processing applica- 
tions. For instance, we can think of the read- 
ing/processing of checks, mail addresses, tax forms, 
and census forms. Despite the fact that handwrit- 
ing recognition is a subfield of pattern recognition 
and thus inherits its well-developed techniques, the 
problem remains extremely difficult due its variety 
in shape. There are many factors that contribute 
to this variety, the first of which is the writing style. 
Figure 1 shows a few examples of handwritten words 
and numbers in two styles, namely, printed and cur- 
sive. Printed style does not ensure that symbol pat- 
terns are disconnected; conversely, cursive style writ- 
ing of a word may yield disconnected patterns [23]. 
Writing in cursive style creates patterns not included 
in the symbol set. Moreover, each writer has her 
own style, thus her own additional patterns, which 
may furthermore change with time, mood, stress, 

etc. Apart from style, [24] pointed out three main 
groups of factors that can account for the variety 
of handwriting, namely, the writer's personality, the 
circumstances at the writing time, and various tech- 
nical aspects, such as paper, ink color, and writing 
instrument. 

In this paper we discuss one method - called per- 
turbation method - that has been experimentally 
shown to have the capability to cope well with some 
of the above problems caused by handwriting vari- 
ability.The method has been applied to two tasks, 
namely, the recognition of isolated numerals and 
that of cursively handwritten words drawn from 
a small lexicon. In both cases, the perturbation 
method improves the recognition rates of state-of- 
the-art systems. 

Section 2 reviews the standard pattern recogni- 
tion paradigm for handwriting recognition. The per- 
turbation method is then presented in Section 3. 
The next two sections are devoted to the applica- 
tions of the perturbation method to the recognition 
of isolated numerals and cursive handwritten words, 
respectively. Section 6 concludes the paper. 

2 PATTERN RECOGNI- 
TION PARADIGM 

Handwriting recognition is a subfield of pattern 
recognition and thus inherits its techniques. A 
typical pattern recognition system operates in two 
phases, namely, training (learning) and recognition. 
In the training phase, the system learns from a 
large number of patterns for which the classes are 
known; in the recognition phase, the system is re- 
quired to classify patterns for which the classes are 
unknown. The training typically consists of image 
preprocessing, feature extraction and feature stor- 
age. In the recognition phase, an unknown image 
is preprocessed, its features are extracted and com- 
pared to those learned in the training phase; see 
Fig. 2. The class that has the closest features will be 



Figure 1: Variety of handwriting. 

selected as the recognition result. A very large num- 
ber of methods exists for each of these operations. 
The choice of one method over another is eventually 
application-dependent. In the following we provide 
a brief overview of these operations in the context 
of handwriting recognition. 

Handwriting recognition has traditionally been 
divided into two approaches, namely, statistical and 
structural. In the statistical approach, the pattern 
(character or word) is characterised by an ordered 
set of numerical values, whereas in the structural ap- 
proach, the pattern is converted into a symbolic rep- 
resentation, such as a string, tree or graph. It is clear 
that the classifier and the type of features must be 
compatible, i.e., statistical, respectively structural, 
features require a statistical, respectively structural, 
classifier and vice versa. 

The main goal of preprocessing is to eliminate 
undesirable effects. For instance, patterns in a real 
environment are usually distorted by various kinds 
of noise that should be filtered out. In character 
recognition, the actual size of the pattern is in many 
situations not relevant for the purpose of classifi- 
cation and therefore size normalisation is sometimes 
useful. Preprocessing can also be used to ease subse- 
quent operations, such as image smoothing can con- 
tribute to the robustness of some feature extraction 
methods. The most common preprocessing methods 
are: various filters (smoothing, noise elimination) 
[15], binarisation [17], size normalisation 1261, slant 
correction 1211 and thinning [25]. 

Feature extraction provides a compact yet infor- 
mative representation of a pattern. The success of 
a pattern recognition system is by large determined 
by the feature extraction [22]. Although there exist 
general statistical feature extraction methods, such 
as principal component analysis and discriminant 
analysis, experiments have shown that they are usu- 
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ally outperformed by extraction methods that take 
into account particular characteristics of the prob- 
lem at hand. In the case of handwriting recogni- 
tion, patterns are images the basic distinctive fea- 
tures of which are edges. Therefore, it is not sur- 
prising that feature extraction methods based on 
edges and contours prove powerful [7]. Moreover, 
structural features, such as arcs and holes, are high 
level representation of edges and contours. They are 
sometimes called topological since they are invariant 
with respect to topological transformations. Other 
feature extraction methods, such as projection, mo- 
ments and Fourier descriptors, have also been used. 

Arabic Numerals 

Latin Alphabet 

Classification consists in comparing the features 
provided by the feature extraction with those stored 
in the training phase. Statistical features can 
be compared by using various classification meth- 
ods, such as, polynomial classifier, nearest neigh- 
bour, neural networks and hidden Markov models 
[26, 22, 8, 16, 201. For structural features, a sym- 
bolic matching procedure (either exact or inexact) 
is needed [12, 21. String, tree or graph matching 
is required as symbolic matching, depending on the 
representation of features. 

N C  

Recently, a new paradigm appeared and intended 
to exploit the mutual advantages and drawbacks of 
several techniques to yield a better system [22]. It 
consists in combining the results from several inde- 
pendent systems each of which uses a different tech- 
nique. Many different schemes to combine individ- 
ual systems exist, but it seems that even the most 
primitive of them (using a voting scheme) can al- 
ready give a better result than each of the individual 
techniques [18]. 



Figure 2: The standard p 
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3 PERTURBATION 
METHOD 

The perturbation metlhod results from the crit- 
ical observation of t,he general pattern recognition 
paradigm shown in Fig. 2. The main flaw lies in its 
serial structure, i.e., an error in the preprocessing 
and/or feature extraction stage very likely leads to 
a wrong classification. 

Filtering Contour Polynomial 
Binarisation Topological Nearest neighbour 
Size normalisation Projection Neural network 
Slant correction Moments Hidden Markov models 
Thinning Fourier descriptor Symbolic matching 
... . a .  ... 

Feature 

Extraction 

The perturbation method tackles the first step of 
the processing chain, namely, preprocessing whose 
main goal is to eliminate undesirable effects. Un- 
fortunately, undesirable effects cannot always be de- 
fined in a clear and objective way. For instance, 
image filtering can be designed to fill-in gaps for bro- 
ken characters but occasionally eliminates the hole 
of a loop thus destroying essential structural infor- 
mation. More generally, all transformations altering 
the standard form of an image are called perturba- 
tion models. 

The perturbation method consists in applying a 
set of predefined inverse perturbation models to the 
input image (see Fig. 3). These inverse perturba- 
tions are independent of the input image and are 
expected to include the true perturbation that ac- 
tually made the input image different from its stan- 
dard pattern. We know that if an inverse pertur- 
bation actually corresponds to the true perturba- 
tion, t,he corresponding inversed image will be very 
close to the original standard pattern and could be 
easily recognised by some known method. There- 
fore, each inversed image is ~ubmit~ted separately to 
a conventional recognition system, the output score 
of which is then compared to the others. It is clear 
that among the scores, the one corresponding to the 
true perturbation can be expected best. Since each 
score is attached to a class, the recognition scheme 
is in fact a by-product of the reversing process [9]. 

- Class-1 

,attern recognition paradigm. 

Classifier 

4 ISOLATED NUMERAL 
RECOGNITION 

* [Confidence-I] 
* [Confidence-2l 

class-N * [Confidence-N] 

In this section we describe the application of the 
previously mentioned methodologies to the prob- 
lem of isolated handwritten numeral recognition. 
First, we consider the standard pattern recogni- 
tion paradigm with its two approaches: structural 
and statistical. Experiments using the combination- 
based approach are also included. Then, our novel 
perturbation method is shown to have the capacity 
to improve the recognition rates of various imple- 
mented systems. 

To compare statistical and structural approaches, 
we implemented four systems, the first two of which 
are structural based whereas the last two are statis- 
tical based, and tested them on the same database 
[lo]. Figure 4 illustrates the four feature types, 
namely, quasi-topological, topological, projection- 
based, and contour-based. For each of the two struc- 
tural features, an appropriate inexact matching al- 
gorithm is used as classifier. Both statistical systems 
make use of the distance-weighted k-nearest neigh- 
bor rule as classifier [6]. These four systems were 
compared by using 18468 samples ( b r  directories) 
for training and 2213 samples (goodbs directories) 
for testing, both from the CEDAR database [13]. 
These data were collected from live mail in the U.S. 
and were thus totally unconstrained. The results are 
shown in Table 1 where the correct recognition rates 
are obtained at zero-rejection level (forced choice 
option). In general, it can be observed that sta- 
tistical methods give much higher recognition rates 
than structural methods. This has also been ob- 
served by various other authors [24, 181. Structural 
methods are appealing because they seem to match 
the way human beings read characters and perform 
quite well when the input data are of good quality, 
but usually fail in dealing with poor quality data  
(e.g., broken strokes, noisy data). 

We also tested the combination-based approach 
and found out that the combination of the projec- 
tion and the contour method using a weighted voting 



Figure 3: Perturbation-based recognition system. 
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Table 1: Recognition Results. 

Structural-based Systems 

scheme improved the recognition rate from 97.69% 
and 98.18% t,o 98.51% (see Table 1) [9, 101. 

As mentioned in the previous section, there ex- 
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ist many statistical classifiers, such as polynomial 
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and neural networks. that can be used for the same 
stfatistical features. Our experiments with neural 
networks show that their accuracy is comparable to 
nearest neighbour classifiers. The main differences 
lie in the training and recognition times. Neural net- 
works are slower in training but faster in recognition 
t3han nearest neighbour classifiers. The figures would 
be different with opt,imised nearest neighbour clas- 
sifiers, e.g., using editing and fast search [3]. These 
t,echniques would speed up the recognition time but 
wol~ld also increase the training time because they 
preprocess the training data.  All in all, these tech- 
niques would make nearest neighbour classifiers sim- 
ilar to neural net,works. 

Statistical-based Systems 

Applying the perturbation method requires the 
determination of a set of perturbation models. For 
isolated handwritten numerals, we have identified 
four geometric transformations, namely, rotation, 
slant, perspective view and shrink, as well as a 
stroke width transformation. Moreover, slant is 
decomposed into horizontal and vertical directions, 
whereas perspective view and shrink are each de- 
composed into horizontal, vertical, lSt diagonal and 
2nd diagonal directions. The stroke width transfor- 
mation is modelled by two morphological operators, 
namely, dilation and erosion. These result in a total 
of T = 12 perturbation models (Fig. 5). 

Projection 
Contour 

The combiner in a perturbation-based recognition 
system (see Fig. 3) can take on different forms. Ba- 
sically, it is a classifier that accepts as inputs the 
outputs of "classical" recognisers. We have experi- 
enced with various combination structures, such as 
weighted voting [9] and arithmetic averaging [ll]. 
For other combination structures, see [22]. 

Finally, each perturbation model (e.g. rotation) 
can be applied with different parameter values (dif- 

97.69 
98.19 

Combination-based System 

I Projection & Contour 1 98.51 

Figure 5: Perturbation models for isolated handwrit- 
ten numerals. 
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ferent rotation angles) each of which corresponds to 
one channel of Fig. 3. Usually, larger values are 
more heavily weighted down to penalise audacious 
hypotheses. 

We tested the perturbation method on two world- 
wide standard databases, namely, CEDAR and 
NIST [13, 271. CEDAR was used in a pilot study 
whereas NIST, which is more than ten times larger, 
was used for large scale experiments. On CEDAR, 
the perturbation method boosted the recognition 
rate of the combination-based system from 98.51% 
to 99.10%, which is the highest rate ever published 
on this database [9]. On NIST-SD3, the perturba- 
tion method improved the recognition rate of the 
combination-based system from 99.45% to 99.54% 
(tested on more than 170000 numerals) [ l l ] .  More- 
over, when the experimental conditions were set to  
those of the NIST conference (see Appendix A) ,  i.e., 
training on NIST-SD3 and testing on NIST-SD7, 
the perturbation method improved the recognition 
rate of the combination-based system from 96.8% to 

H 

49 

9) Vertical Shrink 

10) First Diagonal Shrink 

I I) Second Diagonal Shrink 

12) Stroke Width 

w 
9 
w 
H 



Table 2: Top-ten systems trained on NIST-SD3 and tested on NIST-SD7 a t  the NIST conference. 

Rank 

RecognitionRate 

97.1%, outperforming all other systems; see Table 2. 
The performance on NIST-SD7 is lower than that 
on NIST-SD3 because t,hese two databases were col- 
lected from t,wo different populations of writers and 
therefore have very different statistical distributions 
1271. 

5 CURSIVE HANDWRIT- 

1 

96.84% 

ING RECOGNITION 

General cursive handwriting recognition is an ex- 
tremely difficult problem even for human beings. It 
needs not only the ability to recognise characters 
and words but also knowledge about the syntax and 
even the semantics of the text. Modelling all these 
aspects is currently well beyond the state-of-the-art 
technology. Therefore we limit our discussions to the 
problem of recognising cursively handwritten words 
drawn from a small lexicon. More specifically, we 
consider the problem of classifying a word into one 
of the 26 German words that constitute the basic 
vocabulary, which allows - by concatenation - the 
construction of all German numeral amounts lower 
than one million. Although limited, the problem 
has interesting applications in the field of automatic 
bank check reading. (Notice that the problem is 
similar for other languages.) Since the problem fits 
in the standard pattern recognition framework, we 
first apply the standard method, i.e., preprocessing, 
feature extraction and classification, and then inves- 
tigate the use of the perturbation method. 

Preprocessing plays a much more important role 
for cursive handwriting than for isolated numerals 
because of a much greater variability. This is due to 
many reasons. Words are composed from an alpha- 
bet of 26 letters instead of the ten numerals. A letter 
may or may not have a descenderlascender part and 
can be written in lower- or upper-case. Two consec- 
utive letters are not always connected in the same 
manner, depending on whether they are written in 
lower- or upper-case. The total number of classes 
of the lexicon (26) is also larger than that of nu- 
merals, thus increasing the risk of confusion. Words 
have different length, depending on the number of 
constituting letters. To reduce as much as possible 
t,hese  effect,^, our preprocessing comprised a series 
of normalising operations, namely, skew correction, 
slant correction, baseline detection, and size normal- 
isation in the x- and y-directions (Fig. 6). 

In our system, features are represented by a dy- 
namic sequence of vectors each of which contains 
the pixel values of the normalised image within a 
thin vertical strip. With the width of the strip be- 
ing fixed, the sequence length (number of vectors) 
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96.65% 

depends on the width of the normalised image. 
Due to the dynamic nature of the above defined 

features, classification is performed via a dynamic 
comparison algorithm. In our work, each letter of 
the alphabet is represented by one hidden Markov 
model (HMM) and the HMM of a word is con- 
structed by concatenation of individual letter HMMs 
1201. The parameters of the lett,er HMMs are ob- 
tained in the training phase via the standard Baum- 
Welch algorithm. The classification of a word con- 
sists in comparing its feature sequence with all word 
HMMs of the lexicon, and choosing the closest one. 
The comparison is efficiently implemented using the 
Viterbi algorithm. 

For our work we collected 13000 words from 500 
different writers. Each writer had to write 26 words 
of our vocabulary once on a form. The 500 forms 
were divided into 5 sets with 100 forms each. For 
a given test set, the system was trained with the 
remaining 4 sets. 

In principle, the perturbation method can be ap- 
plied to any of the normalising operations. How- 
ever, we have performed a series of experiments 
and it turned out that the size normalisation in the 
y-direction was the most important one. In the 
following, we provide some more details about the 
implementation of the perturbation method adapted 
to cursive handwriting. 

The y-size of the word is determined by the mid- 
dle area, that is bounded by the lower and the up- 
per baseline. The lower baseline can usually be de- 
termined quite exactly because most writers try to 
follow a virtual baseline. The detection of the upper 
baseline, however, is much more difficult. To reduce 
this difficulty we used different approaches in the 
training and the recognition step. For the size esti- 
mation in the training step we took into account that 
our database consisted of 26 words of each writer. 
We assumed that all words of a writer had approx- 
imately the same height because they all had been 
written on the same form into given boxes. Instead 
of trying to determine the upper baseline for each 
word we estimated the middle area size by means 
of all instances of one writer. For this purpose we 
projected them horizontally and summed up the 26 
histograms with the position of the lower baseline as 
a reference point. In the cumulative histogram we 
had the information of 144 characters with 24 de- 
scenders and 29 ascenders. The size of the middle 
area and the scale factor for the words of this writer 
could then be calculated easily. 

For the recognition of a word from the test set 
of the database we were not allowed to use the in- 
formation about other words from the same writer. 
So we needed a more sophisticated method for the 
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Figure 6: The applied preprocessing steps. 

y-size estimation in this step. In contrast to other 
works we did not use a method based on a topologi- 
cal analysis of t,he contour line. Instead, we adapted 
a t  this point of our work the pertzlrbation approach. 
For our system this meant that we had to find a 
y-scale fa.ctor range that should contain the real y- 
scale factor to normalise the word in y-direction. We 
introduced two factors yrnin,,,le and yrn,,,,,le that 
bound the perturbation range. For that purpose the 
method for the u m e r  baseline estimation was ex- . . 
panded to get a minimal and a maximal upper base- 
line. The maximal upper baseline was positioned so 
high that the real upper baseline was certainly be- 
low it. Analogously, the minimal upper baqelink was 
tried to placed below the exact position of the upper 
baseline (Fig. 7). With these two lines the new scale 
factors y,i,,,,l, and yrnaX,,,~, could be computed. 
We scaled our input image with different factors of 
this calculated scale range. 

Following this approach we generated only a few 
inverse transformations when the writer was COOD- 

erative and the two uvver baselines were close to  
each other. In more difficult cases we did a more 
c~nservat~ive estimation by enlarging the range. The 
minimal and maximal ripper baselines resulted from 
two combined methods (Fig. 8 ) .  The first one was 
based on a, smearing approach. The second method 
looked for all local maxima in a word. 

For the experiments the 500 forms were divided 
into 5 sets with 100 forms each. For a given test 
set, the system was trained with the remaining 4 
sets. In all exveriments we used the same trained 
system, whose words were normalised using all 26 
instances of a writer for the size estimation. The 
differences of the tests only lay in the y-size esti- 
mations of the test words. In the first test a fixed 
normalisation was applied. Based on the two tech- 
niques described we computed one fixed estimation 
for the y-scale factor. The results are shown in Ta- 
ble 3. Using the proposed perturbation approach, 
the recognition rate was improved by nearly 6% in 
experiment 2 (see Table 4). In Table 5  finally the 
average number of perturbed patterns that were cre- 
ated in experiment 2 is presented. One can notice 
that in noisier data ,  where t.he recognition rate is be- 

1 - max upper baseline 
'- min upper baseline 

Figure 7: The estimated minimal and maximal up- 
per baselines. 

Figure 8: Smearing and local maxima extraction are 
the two basic techniques for t,he estimation of the 
upper baselines. 

low the average, more patterns have to be created. 
A more detailed description of this approach can be 
found in [14]. 

Table 3: Recognition rate without perturbation ap- 
proach. 

Table 4: Recognition rate with perturbation a p  
proach. 

rank 
1 
2 
3 

set 0 I set 1 I set 2 1 set 3 1 set 4 1 avg. 
3.22 1 2.36 1 1.94 1 2.02 1 1.97 1 2.30 

Table 5 :  Average number of test instances created 
by the perturbation module. 

set 0 
86.2 
92.9 
95.0 

6 CONCLUSION 

In this paper we have discussed the application 
of the perturbation method to handwriting recogni- 
tion. First the standard pattern recognition opera- 
tions of preprocessing, feature extraction, and clas- 
sification were reviewed. Then we presented the per- 
turbation method as a tool to tackle the flaw of the 

set 1 
88.4 
93.2 
95.7 

set 2 
91.4 
96.3 
97.4 

set 4 
91.3 
96.0 
97.3 

set 3 
89.2 
95.1 
96.5 

avg. 
89.3 
94.7 
96.4 



serial structure of the standard architecture. Two 
case studies in handwriting recognition, namely, iso- 
lated numeral recognition and cursive handwriting 
recognitmion, were then consecutively treated. Ex- 
perimental studies showed that the perturbation 
method significantly improved the recognition rates 
of state-of-the-art systems. We strongly believe that 
the perturbation method is applicable to many other 
applications in pattern recognition as well. 
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A NIST Databases 

Two databases, namely, SD3 and SD7, were pro- 
vided by the American National Institute of Stan- 
dards and Technology (NIST) in 1992 as parts of a 
conference to assess the state-of-the-art in isolated 
handwritten character recognition [27]. Twenty-nine 
groups from Europe and North America participated 
to compare the performance of their OCR systems. 
In total, 47 systems, both commercial and research, 
were presented. The databases contain isolated nu- 
merals (digits) as well as upper- and lower-case let- 
ters. Most systems used SD3 for training and SD7 
for testing a t  the conference, although a few of them 
were trained using proprietary databases. The fi- 
nal report, including recognition results of all tested 
systems as well as their characteristics, is publicly 
accessible [27]. 
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