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Abstract

Color aerial photographs have been widely used for
grasping most updated land uses. As the firsi step
towards the automatic extraction of such features as
roads, houses, ete. from color aerial photographs, we
report on the evaluation of several color models used
for region segmentation. We first transformed the
RGB color images into an HSV space by using one
of several ISV color models, including the ones pro-
posed by the authors, and then applied a seginenta-
tion process based on the Buclidean distance in the
1ISV space. The results show that our newly pro-
posed models yicld better segmentations, which can
compete with the results obtained by CIE L*a®b*
color system.

1 INTRODUCTION

Aerial photographs have become to be used instead
of maps more often for development of urban areas
or building geographic information systems. This is
because most updated usage of land can be captured
by them.

We are now working on color aerial photographs,
aiming eventually at building a system for matching
the photographs and maps, and supporting detection
of changes between them, In this paper we report an
investigation on region segmentation of color aerial
photographs.

The images used are taken from a photograph of
scale 1/15,000 for aerial survey, input with an RGB
color dram scanner. Region segmentation is done
mostly in 1ISV color space, where Il stand for Hue,
S for Saturation, and V for Value or Intensity. There
have been proposed several ISV color space models,
or conversion formulas from RGB to HSV, we com-
pare and evaluate those models, including two new
models proposed here, in a limited goal of region seg-
mentation of color aerial photographs.

t Currently with NEC Shizuoka, Ltd.
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2 HSV COLOR MODELS

(a) Smith’s Model [1]

Use the main diagonal of RGB color cube as the V
axis and, by projecting the RGB cube to a plane
perpendicular to the V axis, let the angle from the
R axis be H and the distance from the V axis be S.
The conversion formula is:

{ 60(b— g), if R = max{R,G, B}
H = 60(24r—1b), if G=max{R,G,B)}
60(d+g—r), il B=max{R,G,B)

_ max{R,G, B} - min{R,G, B}

- max{ R, G, B}

= max{R,G, B)

max{R,G,B}-R

where, = max(R,G,B}-min{R,G,B)’

max{R,G,B}-G
max{N,G,B}-min{R,G,B}’
max{,G,B}-B

= max(R.G,B}-min{R.G.B)
(b) Joblove’s Model [2]
Let the main diagonal of RGDB color cube be

the V axis and define as V = (max{R,G,B} +
min{R,G,B})/2.  and S are defined as follows:

g’:

H : the same as in Smith's model

max{R,G, B} —min{R, G, B}
max{R,G, B} + min{R,G, B}'
ifV <05
max{R,G, B} —min{R,G, B}
2 —max{R,G, B} = min{R,G, B}’

otherwise

]

(c) Tenenbaum’s Model [3]
In this model H, S and V are calculated by the fol-
lowing nonlinear transformation:

V3(G - B)
H = arctanm
. R G B
S = l—3uuu{R+G+B'R+G+B'R+G+B}



R+G+ B
3

(d) New HSV Model No.1

In Joblove’s model S can take any value in [0,1] sven
if V is near 0 (black) or near 1 (white). Thus its HSV
space has a shape of cylinder as shown in Fig.1(a).
Since at V = 0 or V = 1 8§ is defined to be 0,
there are discontinuities at those points. We defined
a new model by modifying Joblove’s model so that
the range of S decreases linearly as V' gets far from
0.5 and approaches 0 or 1. Thus S in our model is
defined by S in Joblove’s model as S(1 — |1 — 2V]).
This new S can be calculated more simply as shown
in the following conversion formula. The shape of
the color space of this new model is composed of two
cones whose bottoms meet together(Fig.1(b)).

4

H : the same as in Smith’s model

S = max{R,G,B}—-min{R,G, B}
max{R,G, B} + min{R, G, B}

2

(e) New HSV Model No.2

As in the new HSV model No.1, S is converted from
that of Joblove’s model in order to transform its color
space nearly to double cones. The difference of this
model from the previous one is the definition of V.
In new HSV model No.1 only the maximum and the
minimum among R, G, B are taking account of in
calculating V'; the median of them does not influence
V. In the second model V is defined as the mean of
R, G and B. The point where S takes its maximum
(i.e., 1) is lowered at red, green and blue, and lifted
at cyan, magenta and yellow, compared to the first
model. The conversion formula is as follows.

e =

H : the same as in Smith’s model

S = max{R,G, B} —min{R,G, B}
v o= F_t(;Jf_B

3 PROCEDURE FOR RE-
GION SEGMENTATION

In this study we segment first preprocessed color
aerial photographs by applying a modified version
of Ohlander’s recursive thresholding[4], then merge
oversegmented regions (see Iig.2).

3.1 Preprocessing

In order to reduce noise as well as enhance blurred
edges, we apply first pixelwise region enlargement.
After converting RGB values of a pixel into HSV val-
ues, choose a neighboring pixel or region whose color
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is the closest to the color of the pixel in question, and
if the color difference is less than a predetermined
threshold dyy, then merge the pixel to the chosen
pixel or region. Here the color of a pixel or a region
is specified by a point in HSV space and a color differ-
ence is calculated by the Euclidean distance between
two points. The merged region is given their average
color, that is, average of i, G, B, respectively. This
process is performed by scanning the picture only
once from its top-left to bottom-right.

3.2 Region Splitting

We used Ohlander’s recursive thresholding method
with a modification described below.

In Ohlander’s method the histograms constructed
for nine color features R, G, B, H, S, V, Y, I, and Q.
Then choose the histogram which has the sharpest
peak and set a threshold between the peak and other
peak(s) of the histogram. Classify the pixels in the
image into two: those belonging to that peak and
the others. For each connected component in the
image of thus dichotomized pixels, calculate again
histograms of nine features, find another threshold,
and dichotomize the pixels; repeat this process re-
cursively until no good separation of any histogram
can be found.

As staled above, in the original Ohlander’s method
the histograms of features are calculated for each
connected component in the image produced by the
previous histogram thresholdings. However, if we
adopt this method as it is, the number of the pix-
els in a connected component decreases very rapidly
and meaningful histograms can not be constructed.
For this reason we modified his approach so that the
histograms are calculated for each subspace of the
color space produced by the thresholdings, instead
of for each connected component.

3.3 Region Merging

Both the original and modified versions of recursive
thresholding explained in 3.2 produce generally good
region segmentations, but tend to yield many small
regions in noisy part of the image or along the bound-
aries between two significant regions. So we add a
region merging stage as a postprocessing of region
splitting.

Small regions are merged into one of the adjacent
regions, if the Euclidean distance between them in
the HSV space is smaller than the threshold defined
as follows. Let d;j be the distance in HSV space
between the average colors of region R; in question
and the adjacent region /; which gives the minimum
d;; and define the threshold for d;; by

dry =af/Si+b



where S; is the area of region R; and a,b are con-
stants. If dij < dry, then merge R; and R;. Repeat
this procedure in the increasing order of the area of
region I%; until no more merging of regions occurs.

4 COMPARISON OF HSV
COLOR MODELS

Since in all the three stages for region segmentation
HSV features and color diflerences in ISV space are
used, the result of segmentation varies from model
to model. In our experiment we compare the results
obtained by using each of five HSV color models in-
troduced in Section 2, both subjectively and quanti-
tatively, in the following three cases:

e the case that all the parameters dry, a, and b
are fixed at the same values for all five models.

e the case that the parameters are chosen to the
empirically optimal values for each model.

e the case that the parameters are set so that the
number of the resulting regions is the same.

We will report here only the third case, because of
the limited space and generally similar tendency in
three cases. In the experiment we set the ratio be-
tween the length of V axis and the (maximal) radius
in S direction to 1:1, which seemed to give a best
result in preliminary experiments. We used four dif-
ferent parts of a color aerial photograph, 2566 x 240
pixels each, with various objects and with different
extent of blurring,

4.1 Subjective evaluation

To summarize, the new ISV model No.l and No.2
produced better segmentations than the other mod-
els, with slight superiority of No.2 new model. Fig.3
shows an input image and Fig.4 the result using the
new IISV model No.2.

4.2 Quantitative evaluation

The resulting segmentation is considered better if the
colors of pixels are similar within regions. However,
since the volume of color space in each model diflers,
the similarity should be normalized by color similar-
ity between regions. Thus we evaluated the result
by the ratio of within-region standard deviation of
colors oy to between-region standard deviation eg.
For the five color models ow /op is shown in Fig.5.
Since the number of segmented regions are the same,
this comparison is fair.

We also compared each result with the result of
human segmentation. The procedure is as follows.
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First a human subject input interactively the bound-
aries of specified various objects in an aerial picture
shown on a graphic terminal. Given the following
points,

¢ the pixel on a human-input boundary : 4 points

e the pixel adjacent to a human-input boundary :
2 points

e the pixel two-pixel apart from a human-input
boundary : 1 point

e others : 0 point

sum up the points for all the pixels on the bound-
aries between the regions produced by a segmenta-
tion. Iowever, il a result yields a fine segmentation,
it would be likely to have a high score. In order
to compensate that effect we used the ratio of total
points to the total length of boundaries in a segmen-
tation result.

Roads, grounds, houses and buildings, grass and
tree areas, and rivers are chosen for the objects for
evaluating the segmentation. The ratios are shown in
Fig.6, in relative scores to that of (a) Smith’s model.

4.3 Summary of comparison

As seen from the results in the previous two sub-
sections, our newly proposed IISV model No.l and
No.2 generally yield better segmentations than the
other models do. They are appropriate for segment-
ing the color space uniformly, regardless whether in
the near part of white or black, or in a bright color.
We suppose that it is due to the double-cone shape
of the color space as in shown in Fig.l. New HSV
color model No.2 is better at a variation of intensity
than new model No.l. In a subjective evaluation the
new model No.2 produced as good or slightly better
segmentations than the CIE L*a*b* color model did.

5 CONCLUSION

We compared several 1ISV color models, including
two models we proposed here, for segmentation of
color aerial photographs. The comparison shows our
proposed models yield better results than other mod-
els.
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Fig.3 A color aerial photograph (256 x 240 pixels, Fig.6 Comparison with human segmentation,
dither output of Value component).
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