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Abstract

A theoretical framework on 3D facial movement esti-
mation for model-based image coding is presented in this
paper, 3D facial movement estimation is a difficult prob-
lem to solve because both facial motion parameters and
depth parameters are required to estimate simultaneously.
When the conventional approaches are used to handle this
problem, initial estimates of the depth parameters must be
provided. The performances of these approaches are seri-
ously affected by the accuracy of the initial estimates of
the depth parameters. In this paper we present a depth
independent facial movement estimation method using the
subspace technique. In this method a constraint equation
related to only the rotation motion component is built.
The rotation motion can be recovered from this equation
without any knowledge on facial depth parameters. Once
the rotation motion has been recovered the translation mo-
tion and depth parameters can be easily obtained by an LS
method, Due to no knowledge on facial depth parameters
being needed, a better performance of facial motion esti-
mation can be expected.

1 Introduction

3D facial movement estimation plays a very important
role in model-based image coding[2|[4]. The main diffi-
cult in 3D facial motion estimation lies in the fact that
both facial motion parameters and depth parameters
are required to estimate simultaneously. This makes
the motion estimation here become a high-dimensional
( more than six) nonlinear optimization problem. Obvi-
ously, directly solving the nonlinear optimization prob-
lem is very impractical. Several approximate approaches
have been proposed to handle this problem|[5][6]. A
typic work had been done by K.Aizawa, et al [6]. In
their work, the depth is initially given a rough estimate
based on the adjusted general facial wireframe model.
The motion parameters are then estimated using the
rough depth estimate. Once the motion parameters are
obtained, the rough depth estimate is further refined.
These two steps have to be iterated in order to obtain
a good solution. The main problem with this approach
is that it is difficult to give an exact initial estimation
of the facial depth, The errors in the estimate of the
facial depth maybe lead to the divergence of the itera-
tion process. Therefore, the performance of facial mo-
tion estimation is seriously affected by the initial depth
estimate.
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Motivated by the work of D.Heeger and A.Jepson[12],
a depth independent facial movement estimation method
using the subspace technique is proposed. In this method
a constraint equation related to only the rotation mo-
tion component is built. The rotation motion can be
recovered from this equation without any knowledge on
facial depth parameters. Once the rotation motion has
been recovered the translation motion and depth param-
eters can be easily obtained by an LS method. Due to
no knowledge on facial depth parameters being needed,
a better performance of facial motion estimation can be
expected.,

2 Facial Movement Model

Facial movement is a highly nonrigid motion, which con-
tains not only the head motion but also the facial ex-
pression change. Based on the CANDIDE model[10]
— a parameterized face model, facial movement can be
modelled as follows[4]

s =Rs+ T+ RE® (1)

where s= (z,, z)7 is a position vector of arbitrary point
in the face, after facial movement it moves to a new posi-
tion s'= (z',4',2')7. R is called the rotation matrix. In
the real visual communication case, considering that the
frame rate is relatively high with respect to the motion
of the face, the rotation matrix can be approximately
represented as follows

0 9 -9
R=I+| -2 0o a (2)
Q -2 0

Where I is the identity matrix; The €, €, and €2, are
angular velocities about the z, y, and z axis, respec-
tively.

T is the translation matrix.

T = BT (3)

Where T, T, and T, are the three velocity components
of the translation motion.



m facial expression movement parameters are col-
lected in the vector ® = (¢y, ¢z, ...6m)". These real val-
ued movement parameters are computed from the larger
set of AU’s (Action Unites) described in [10]. The 3 xm
matrix E determines how a certain point s is affected by

&,
€y €12 . €im
€31 € . €m (4)

€31 €32 ... Eam

E=

Equation (1) is a general facial movement model. For
some specific application situations, the complex move-
ment model can be simplified. We now list the alter-
ations of facial movement model in several special cases:

Case I: ®;=0, no facial expression change occurs
in the two successive frames. The facial movement is
caused by only the head movement. In this case the
facial movement model can be simplified as

=z+Ny-Qz+1:
V=y-Qz+Q%2+T,
d=z+Qr—-Qy+T. (5)

Case II: 9,Q2; ~ 0. When the change in facial
expressions between two successive frames is not too
larger, and the rotation motion is also small at the same
time the facial motion can be viewed as an affine motion

m
x'=z+Ze;,¢.-+Q,y-Q,z+T,

i=1

m
V=y+ enti—Qr+Qz+T,
i=1

Z' =2z+ Z: 331¢i i1 QyI - Q;y + Tx [6)

i=1
This affine motion model has been successfully used
in the facial motion tracking system|4].

Case III: the general case, which is suitable to a
larger change in facial expressions:

m m m
T = I+Z eué.-+): l‘-’zikfﬂin:-z e3ihiSl,+Q.y—Q 2+ T,
=1

i=1 =1

m m m
vV =y+) eg.&ﬁ.—-—z ety esid e —Qz+Q,2+7T,
=1 =1 =1

m m m
= "-"’Z e3i¢i+z eli‘ﬁiny‘_z E-;.'Qﬁ,-n,,-i-ﬂy:t— - y+T:

=1 =1 =1
(7)
Which model is chosen depends on the problem at
hand. No matter which model is employed, the com-
mon objective is to estimate facial motion parameters
(nx' nm Qn Txr Tyu Tn ¢l|¢2a -"-¢m)o as well as depth

parameters z;,
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3 Motion Parameter Estimation

In this section we discuss how to estimate facial motion
parameters and depth parameters from the optical flow
field or directly from the spatiotemporal derivatives of
image intensity.

3.1 Optical Flow Field Induced by 3D
Facial Motion
It is assumed that the geometrical projection from the
three dimensional space onto the two dimensional image
plane can be approximated by the orthogonal projection
( the facial motion estimation under perspective projec-
tion is considered in [4]). We further assume the focus
length f = 1. Then the projection relationship becomes

X=x
Y=y (8)

where (X,Y) are coordinates of the 2D image plane.
For the sake of convenience, the 2D plane coordinates
are still represented by (z,y).

The optical flow field (u,v) induced by 3D facial
movements in several special cases are as follows:

Case 1

v=0y—Qz+T:
v=—z+0%z+T, (9)
where (u, v) is the optical flow field.

Case II
m
u=Y e+ Qy -z +7T:
=1
m
V= Z exnd; — .z + .z Ty (10}
i=1
Case III

u=Y endi+ Z €282 — E eyl +Qy—Qz+Ts
1=1 =1 i=1

v= i enti— Y 1+ e2itiQe — Rz + Nz + T,
i=1 i=1 =1 (11)



3.2 Motion Parameter Estimation

Now we discuss how to recover motion parameters from
optical flow field. We first examine the Case 1.

The optical flow field (9) can be rewritten as the
following matrix form

Q
u| |y 10 =Q Iz
v| |-z 01 Q: T

z

"

=AY (12)

It is worth noticing that motion parameters and depth
parameters are arranged into two different matrixes A’
and b’. An important observation is that the matrix
A’ contains only the rotation components Q. and Q,.
The aim of such an arrange is to remove the vector b’
in which depth parameters are contained. When total
optical flow field is available the above matrix equation
can be extended as

ww 10 -9 0 0 " Q.
Lo -z 01 Q 0 0 2
L 2 10 0 -9 0 ?
_ -z 0 1 0 Q. 0 z"‘
1
Uy, . 22
Un ta 1 0 O -
-z, 01 0 Q. = |
(13)

Equation (13) can be further rewritten as a more com-
pact form
u=Ab (14)

If the A is available, the optimum estimate of b in the
mean-square sense is

b=A%u (15)

where A* = (ATA) AT is the generalized inversion
of A.

Substituting (15) into (14) yields the following con-
straint equation
u=AA"u (16)
In this constraint equation only rotation components 0
Q, are concerned, which implies that the effect of the
depth parameters on the rotation parameter estimation
is removed. According to this fact a three-step approach
to estimate facial motion parameters and depth param-
eters is designed
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(1)Estimation of ., €,
We seek the choice of 2, ©, that minimizes the
following expression over all candidate €2, .

E(Q.,Q,) = ||A*u|l (17)

Where A+ =1— AA™.

(2)Estimation of other motion parameters and
depth parameters

Once the parameters (2., §, are obtained, we can
directly obtain other parameters

(QJITJITy?zll'"'ZR)T =A'u (18)

(3)Refinement of the depth value

The obtained depth z using (18) is noisy because
(18) is sensitive to the noise in optical flow field. In
order to obtain a reliable depth estimate, the depth of
the triangular vertex of the wireframe is refined by an
LS method. This can be referred to [14].

The above method is only suitable to the case that
the optical flow field is available. We now give an ap-
proach to estimate these parameters directly from the
spatiotemporal derivatives of image intensity.

We further rewrite the equation(12) as

Q
u|l |y 10 -9 T.
v| |-z 01 Q i i

z

"

L]

=[“‘lb’ (19)

az

As we know the famous optical flow constraint equa-
tion[13][11] is

Lu+Ly+IL,=0 (20)
Substituting (19) into (20) yields
(alf, +agf,)b' = -1 (21)

From this constraint equation we are able to obtain
the similar formula to compute motion parameters us-
ing the same strategy as the above optical flow based
approach.



As for other two cases, we can make the same alge-

braic manipulations except that the optical flow fields
are rewritten as follows,

Case I1
CQ,
T:
¢l |l 10 &i .. 6im =5 :"
v| |-z 01 ey .. eyn 0 !
Om
z -
(22)
Case 111
T:
TN'
u=y: | _ |1 0 enp+enfl+enfly . -0, N
v+ z0, e en—euﬂ.-t-esuﬂ, = i -
[
z
(23)
respectively,

4 Conclusion

We have presented a depth independent facial movement
estimation approach using the subspace technique. In
this approach the 3D facial motion estimation is achieved
through the following three steps: The first step is to es-
timate partial rotation parameters; the second step is to
recover other motion parameters; and the final step is to
refine the depth estimation. The most main advantage
of this approach is that no knowledge on the depth is
required.
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