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ABSTRACT 

We present a new method for 2-D occluded-object 
recognition. In this method, objects are segmented then 
represented by local and (rotation-translation) invariant 
feature-vectors. A decision tree is used to match similar 
local features, which allows an efficient and complete 
selection of potential models. In order to validate each 
potential model, we explore the geometric relationships 
between feature-vectors using a feature sequencing 
process. An example of a 2-D application is given to 
show the effectiveness of the method. 

Key words : Occluded-objects recognition, Local 
feature extraction, Contour matching, Local feature 
sequencing. 

I. INTRODUCTION 

The task of recognition in computer vision consists 
of identifying and locating an unknown object in an 
image by matching the object with a set of possible 
objects, i.e. models. 

The techniques of recognition can be classified as 
global-feature-based or local-feature-based[l-51. The 
former approaches are only applicable to isolated-object 
recognition, while the latter ones are designed for 
occluded-object applications. 

One of the difficulties in object recognition is caused 
by occlusion. Occlusion occurs when two or more objets 
touch or overlap one another. Since occlusion will be 
present in most industrial environments, the recognition 
of partially visible objects is of great importance for 
industrial applications. 

Many methods have been proposed to solve the 
occluded-object problem. They can be classified 
according to either the choice of local-features or to the 
technique used to perform the matching. 

The commonly used local features are subsets of the 
object's boundary, holes or corners[4,6]. 

The matching techniques can be divided into 
correlative techniques and structural ones. The correlative 
techniques, such as boundary matching, are based on the 
matching of similar local features[l,2], while the 
structural ones like relaxation make use of local features 
as well as their geometric relationships[4.5.7]. 

The structural techniques are computationally 
intensive because of the use of combinations of local 

features, while the correlative methods are often invalid 
because of the limited choice of available discriminant 
local features. 

Attempting to overcome these difficulties, this paper 
proposes a method which performs the recognition 
process in two steps : a selection of potential models and 
a feature sequence matching. 

By first matching similar local and invariant features, 
all potential models within the model set can be selected. 
A decision tree is used to speed up the selection process. 
A process of feature sequencing is then applied to 
evaluate the score of matching for each selected model. 
Finally, an estimation of transformation parameters 
allows to locate the recognized object in the scene. 

The paper is organized as follows: Section II presents 
the principle of the method. Section 111 gives an 
experimental result in a 2-D application, which illustrates 
the effectiveness of the method. Section IV concludes 
with a discussion on further research directions. 

11. PRINCIPLE OF THE METHOD 

On the basis of previous discussion, we note that the 
keys which determinate the performance of a recognition 
method are the local features employed and the matching 
technique. Both the choice of local features and the 
matching technique are constrained by the specific 
applications, that is, the models set, the lighting 
condition, the computation time, and so on. Our task is 
therefore to find the optimal local features and an 
appropriate matching technique for a given application. 

We make use of the object's boundary for the 
recognition. In order to build a model or a scene 
description, the object's contours, after having been 
extracted from the image scene, are approximated 
by a group of linear segments. Such a polygonal 
approximation gives a compact description of an object's 
boundary and allows a considerable reduction of data 
size. The local features are then computed using the 
polygon obtained. 

As an occlusion could occur at any portion of a 
contour, the local features chosen should be dispersed 
homogeneously over the whole contour. The feature 
value must be invariant with respect to the translation and 
rotation of objects in the scene. 
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For a given polygon of n segments ( S1, S2, . . . , S, ), 
each segment being characterized by the length L and the 
direction D, we associate the ith segment Si with a 
feature-vector of two components Pi = ( Li, Ai ), where 

L, = Li is the length of the segment Si ; 
and 

Ai = I Di+1 - Ddi I is the angle between two 
adjacent segments Si and Si+,. 

We can easily verify the locality and the invariance 
of the features with respect to the rotation and to the 
translation of an object (Fig. 1). 

Fig. 1 Local feature 

The above operation translates the polygonal 
description of an object contour into a sequence of local 
and rotation invariant feature-vectors. 

As a feature-vector is composed of two components, 
L and A, any feature-vector can be represented as an 
element in a 2-D matrix representing the feature space(see 
Fig.2a). In such a matrix, the matrix lines are associated 
to the different values of the feature L, and the columns 
correspond to those of the feature A. The matching of 
similar feature-vectors can therefore be canied out by 
locating the model feature-vector at the appropriate line 
and column in the matrix containing all of the reference 
feature-vectors. The resolution of the mamx is defined as 
the value interval within two adjacent lines ( or columns 
1. 

One way of representing efficiently a 2-D matrix is 
the quadtree structure, which allows a compromise to the 
size and the resolution of the mamx represented. In a 
quadtree, the root stands for the whole region of the 
matrix, while each of its four nodes corresponds to one of 
the four subdivided regions. Fig.2b illustrates the use of a 
quadtree structure for representing model feature-vectors. 

The advantage of using such a representation is that 
the same quadtree structure can be used as a decision tree 
to match similar local features. 

§II-2. - 
This step performs a selection of potential models 

from all of the models in the data base. 

We begin with the sequence of feature-vectors ( 
P1,P2,  ... ,Pn ) computed from the unknown object's 
contour. In order that all of the potential models be 
selected, we must search for every model feature-vector 
that matches one of the vectors among ( PI, P2, . . . . Pn ). 

To match feature-vectors, the quadtree structure 
containing all of the model feature-vectors is used as a 
decision tree. In each node, two thresholding values are 
stored for region subdivision (cf. Tl, Ta, T1' and Ta' in 
Fig.2a ). 

The search for the similar feature-vectors in the 
model set is performed by proceeding a tree traversal for 
each feature-vector in the set (PI, P2, . . . . P,). The tree 
traversal starts from the root of the quadtree. It is carried 
out by a series of comparisons between the feature-vector 
Pi (i.e., Li and Ai) and the thresholding values at each 
node visited during the traversal. The similar model 
feature(s) is (are) obtained when a terminal node(or 
leaf) is reached. 

With the consideration of the feature variance, the 
path of the tree traversal is not unique. In fact, at 
each node visited, we calculate the difference between 
the feature value and the corresponding threshold. If 
the difference is less than the variance, we continue 
the traversal by taking simultaneously two or four 

The model features found are used for potential 
model selection. 

For each model selected, a match score is 
computed with the following formula : 

Score := kl*(N,/Nt) + k2*(NPm) + k3*(L.,&) 

where Nt denotes the total number of the model's 
feature-vectors; N, is the number of the matched feature- 
vectors; and N, that of the successive feature-vectors; 
while Lt and L, denote the length of N, and N, feature- 
vectors respectively; kl ,  k2 and k3 are weighting factors 
with 

Only the models with a high match score will be 
considered. 

Since the matching based on local feature 
comparison provides no information about the geometric 
structure of the models, there could be some incoherences 
between the matched local feature(i.e. feature-vector) 
pairs. That is, one model feature could have been matched 
to several objects, and vice versa. In order to eliminate 
such incoherences, we make use of an criterion of 
continuity which provides information about geometric 
relationships between adjacent local features: By 
sequencing matched local features, both the matched 
features of the selected model and those of the object are 
ranged in the same order than that of theirs correspondent 
segments in the polygon. Sequences of successive 
features are then located, and the longest sequences found 
are validated by priority. In this way, any mismatching 
made to the pairs of local features within the sequences 
can be excluded. The sequencing proved to be a powerful 
criterion, since the probability of mismatching a feature 
sequence is much smaller than that of mismatching an 
isolated feature pair. 

The match score defined by the formula(1) is again 
applied to estimate the matching quality between the 
reference model and the object analyzed. It is calculated 
after the newly validated feature pairs. If the match score 
is high enough, the object is considered to have been 
recognized. Otherwise, the object will be rejected. 
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The final step of the analysis processing is to 
estimate the transformation parameters between the 
reference model and the recognized object. Since each 
pair of matched feature allows to calculate a vector of 
transformation parameters ( 0 ,  tx, ty ), the final estimation 
of the transformation can be obtained by a weighted- 
average algorithm. 

Provided that there are m pairs of valid local feature- 
vectors, with (Bi, txi, tyi ) denoting the transformation 
parameters for ith pair, the final estimation for rotation 
angle is defined as : 

with O<kL<l, O<ks<l and kL+ks =1 as weighting 
factors. 

where O L =  - 
rn 
C Li 

i= l 

represents the term taking account of the feature 
segment length, 

i= l and Os = - 
rn 

is the term in favour of the successive features, with Ci 
the score assigned to a feature sequence of i successive 
features. 

The estimation for tx and ty is made in the same way. 

111. EXPERIMENTAL RESULTS 

The system described above was implemented on a 
VAX- 1 Iff50 computer. A GRINNELL-270 image 
processing system was used for image acquisition, 
preprocessing and image storage. In the system, each 
image contained 512x512 pixels of 256 grey levels. 

The system's input is a real image of 256 grey levels, 
with dark objects placed on a bright background. The 
following sequence of operations is applied to the original 
image: 

- If the contrast of the input image is not high enough, 
a Sobel operator is first applied. The resulting gradient 
image is then thresholded. A thinning procedure [8] is 
finally applied yielding the object thin contour. 

- If the contrast is high enough, a global thresholding 
algorithm can be directly used for contour extraction. The 
thresholding value is computed from the histogram 
distribution of original image. The result is a binary 
image, with black objects on a white background. 

- The previous contour image ( or binary image ) is 
followed using an eight-neighbor chain code ( Freeman's 
code ). 

- The coded contour is approximated by a sequence of 
linear segments from which we calculate the 
corresponding local features. 

- The obtained local features are analyzed using the 
proposed method. 

About ten miscellaneous objects were used as models 
for testing the proposed method. Some of them are shown 
in Fig. 3. Fig.4 shows a scene containing occluded- 
objets. The object contour extracted is illustrated in Fig. 
5. And the recognition result is shown in Fig. 6. 

V. CONCLUSIONS 

We have presented a method for recognizing 2-D 
occluded objects. The principle is based on invariant local 
features matching between reference models and the 
analyzing object(s). The recognizing process is performed 
in two steps: (1) A selection of potential models is made 
by comparing compatible local features. A quadtree 
structure is employed to store model features and to 
accomplish feature comparison. (2) After the model 
selection, each candidate model is compared to the 
analyzing object(s) by matching the feature sequences. A 
continuity criterion is used in favor of successive feature 
sequences. Finally, all matched ( model-object ) features 
pairs are used to estimate the transformation parameters. 

The proposed method is universal, since the local- 
feature-based selection gives a wide choice of potential 
models. It allows to generate all possible hypotheses. The 
method is efficient, as it takes account of the order of 
local features in the sequence. The advantages are shown 
by the developed vision system. 

In any case, the algorithm of polygonal approximation 
remains the key factor for a successful recognition. 

Further research consists of improving the prototype 
system and extending the method to the recognition of 
objets with variable scales. 

Although the method is proposed for 2-D object 
recognition. It can be extended to 3-D recognition by 
assuming that each 3-D object is placed in a few stable 
attitudes, with each stable attitude being considered as a 
distinct model. 
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