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DESIGN OF TWO SPECIALIZED "REAL TIME" 
TEXTURE ANALYZERS AND COMPARISON : 

SYSTOLIC VERSUS NON-SYSTOLIC ARCHITECTURE 

(*) ENSTB, BP 832, 29285 BREST (FRANCE) 
(**) IRESTE, La Chantrerie CP 3003, 44087 NANTES Cedex 03 (FRANCE) 

Ths p.prr dcab wlh UK &$gn d r poccsx &dic*ad lo 2 rrrr and rriunrl 

mlhod d tcnure lealure uuulim cailed fhe Mclhod of Cuwilinear Inlgmlion. The 
I.tler hm Uhibitcd am: inlcmting Isalum in the r t l d  d im- r8menul im (slhkwy. 

cmpulalbn srvlng [RONS]). In t lx  flnt pan. the method b m a m d  fmn tk point d 

* oI  wmplcrlty reduclian and concurrent pot- im@mentalim. Then rmvmicnt 

plpelined archltccturc b dcrivcd. The &ugn d the Iattcr a eumened in t e r n  d ccd 

m d  performansc. Thc nwl r s t i m  &.Is urith a systolic implcmcntalia, d the method 

Ymkh oNcn great bsneflU lor dsdisatcd &.dp but quirss.  m arr c e ,  amr ~a 

rim MI comptalim w i n 8  to be mads. 7hc paper en& wilh a canprim b e h n n  

thWc tuO appcorber 

Given m, p o l i r k  integer parameten p, the maimum allmed far curvilinear inlc- 
Eration amplitude. and kmx. madmum ibratioln number. the mmputrtion of the trrture 
component a#) related to the orientation 8 ,  . nW4 is g inn by the follouing algorithm : 

I F  .there Is a w i t k  I n t m r  k, . k m  n S,(r. 41) . 11 5 S,(r. k,) (13) 
THEN - k, P(n) 
ELSE ( i t .  11 not reached in f-r than krm steps) 
a,,(r) - krm P(n) 
ENDIF 

With the aim of designing a pr-r dedicated lo  the M.CI. cenain Larlan hm 
to be pointed out : - I n  an area of m imqc, one AS, sampk it imnhni in the computation of mrd 

t m r e  componenh related to neighburins pkphrl% Tbb feature may be faken adnn. 
t q e  of i n  order to reduce YO activity. - Computations related to colinear ranning di&iom in a l i i r c d  area are p t n i d y  

I h b  paper dells with the dnign of a prcxcuor dcd'caled to a nnv and original melhod shared. I n  the special case of n c o n m d  pixels couple. the N m n t  curvilinear 

of t m u v  feature anaction called Iht Mclhod of Cu~'1intar Inttgmrian (M.C.LJ. With integrations only diKcr by the value of one ASn m p l e .  Thb n obvMwly r l i w  lo  

w a r d  to man trrture analysis methods. the M.CI. due to i e  computation lavine, offen follow in order to reduce Ihc complnity of the algorithm. 

1n onponunity to aim a low-cost re8l.lime texture analyzer. prmiding r suitable dedicated - The data dependence nature of the algorithm (the number of iteration, involved in 

pMCaor Is designed. the computation of a texture component is m t  k m  beforehand) b an o b l x i c  to 
hlghly cormnent implemenfation. The fine wain vnderhring parallelism invoked in 

I n  the fint stcllon of the paper, the method il prcxntcd from a formal point of 
vim. Then. tn the +cond xction. complexity qec ts  are taken into account in order to 
establish a computation winving sequential algorithm. The nm xction is dcvotcd to a highly 
~ a r ~ l i c l  hardware implemcntatlon or this cost effective alprithm. A pipcline .pp-h is 
well adapted to the latter due lo  its low-level natuw (rcgUlarily. rcpclitnily. fine gram 
underlying parallelism). Nevertheleu, the complerlty redwtion reinforced the data dependence 
of the uwriated necullan xhemc. mil feature introduces m r e  comtnlnn bom the 
pml l c i i~m point of vkw and requim some nm n n r  in  hardware implcmenlrtbn (dym- 
mluliy configurnble architecture). 7hir Is why the last section deals with the impkmmlation 

of a less ~ri1k.l but more romputation demanding dgorithm releuc. The *.per ends *ith 
1 comparimn of the turn pmpoxd designs bom the point of vinv of cost and perfor- 
mance taking into account utilization rrkcrir 

2 FORMAL DFSCRIITION OW TIlE METIIOD OF CURVILINEAR 
INTEGRATION 

1x1 Z(iJ) be the luminance h~nction of a d i g i t i d  picture. The M.C.I. m i a t e  an R 
dimension m t o r  T(iJ) to a phcl of the picture. each component of thir Kctor being 
rrlatcd to 1 rannlng direction originated bom the phcl. The r t  of r l n n i l g  d i m i o n .  8s 
unirormly dillriht~ted in [0.2111. The method p m e d s  by curvilinear integnlian of the 
luminance function and returns a T(iJ) component : the n lue  of this campanent k the 
d'mance from the phel at which the computed value reaches predmmd thrnhold I n  
the mean time. a wnlch-dq is provided In order lo  slop the camputarion p m m  i f  the 
threshold is not triggered ancr a predefined number of itentianr This stconday panmeter 
b named kmr 

k t  us now formsliu the method wilh -1 to polar rmrdinatn m t m  
[ I. I,]. I n  order to unity the formaliutlon of campul.lionl related to o n h q o d  (1" - 
n W4, n - ll 2. 4, 6) mnd dlqonnl (I, - n W4, n - 1, 3, 5. 7) nricnlationf this cmrdinatn 
wtem is mapped onto the sampling aquare grid of the image. The relrtiomhip belarrn a 
n N4 orknlcd dlmlplscement (Ai. Ai) in the dirrcte i m w  plane and the related variation 
Ar In our coordinates Mlem is Ar - ~ ~ X ( l ~ i l . l ~ i l ) .  i n  this way. r l akn  only p o l i l k  
Integer valuer during the scanning p r a e u  The related Nd id i ln  distam AP b mraed by 
the nprmlon  Ap - Ar P(n) wilh the function P(n) defined on iwegcr valuo by P(n) - 1 
for n m n  and P(n) - 21n c l r .  

k t  us now consider a scanning direction 1" (n - 0. I., 7) issued fmm 8 phcl 0. 
k t  ZJr) be the luminnnce function referenced to the (0. r. t,) coordinate w tcm (rt 
figure 21). A xaling factor I belarrn spatial dtrplrcment and the luminance is inlm- 

dwed In order to compute curvilinear integration of the latter. Comider naar 8 Unitary 
displacement from (1-1) la r. the mociatcd value AS#) i n m k d  in the curvilinear inte. 
warion step is given by 

The curvilinear integration has lo be npresed u 8 No index function ?,(I. k) with 
r the modulus of the starting pixel and k the Iteration number. Thus one computes the 
mrvillmar inlcgnlion by the follouing recuncnt formull : 

S,(r. k) - S,(r, k-1) + AS,(rtk) (22) 
wilh r and k pmitivc Integer wriabln. k a I 

this low-lml algorithm requires a lightly ynchronws-rheduled dnign W r h  cmnim 
with the stochasILL feature of the mrmtion r h e m  rmci l ted with the algorithm. 

3 REDUCTION OF REDUNDANCY INVOLVED IN THE COMPUTATION 
P R D ~ S S  

7he srm " p d k l k "  Ir u x d  by andogr wilh signs1 diKcrential coding technlqun. n hr  
IS the Idea is concerned. As previously rtatcd. the computations inmlvrd by colinear d im-  
t l m  or wo m m t e d  phels are t~ghtly linked. This n ohriou, in the figure 3.1. 

Let %(r) - kr P(n) he a rnturc component related to pixel M. The curvilinear 
lntcgnlion related lo  phel M' in the ume dimtion. may be r a l y  bound to the pmious 
One : 

S k t  - A r l  + r l  1 (3.1) 

Mo-r, the L l lm ing  dationship hsr been provcd [OVVR.rh.pZ2]. m r n i l g  k' b 
the laration number involved in the computation of the mture component a"(r.1) related 
to p k l  M' (LC. a"(r.1) - k,'P(n)), then : 

k i  k kc - 1 (3.2) 

I h b  leads to'. complation w i n g  process d m n  by data w o n  The relatiomhi 
(32) garantee that no back4racking has lo be mpportcd ( i t .  a b!, sample b .Iw 
added o m  tlme and ubaractcd one time), thus. outside the *an.up phuc. only trvo 

Itention, (ow to add, the other to subrlrm AS,) are rcquvrcd on . v e r g e  pcr texture 
componenl. 

Imk ln#  back at the ngure 3.1 wilh cost-uving in mind l cds  to a comidcrlion of the 
cnrrlslion between the computation related lo  I, direction and that related to the 0 ~ 0 .  
site direction. The latter will be designated as the direction. The rrlationhip be lw  b 
obvlour 

S k  k - r k (33) 

Furthermore the rollowing rule is demonstr~ted in [OUVRrhap2J]- 
Awumlng a,@) - k, P(n). 

I f  there Is an integer value k. a krl. mch that 
S,(r+l. k.) p AND k. < km 

lhcn a,,,(r+k'+l) . W+l)P(n) 

This rule leads to a wfy inlcrcrting rdcuc d the predictive pmcdure. One cm 
dcpW this u f o l l w  : When a 8 ,  component. say a,(,) - k, P(n). is yielded. the predic. 
live prcxer g a r  on with the compulation of a,(rtl) but directly at the ( v l )  *ep. The 
slated rule step, in I t  thir point: I f  none of the m, I k W d r  p and kmx is reached 
by S,(r+l. k,-1). then a,,,(rtkt) - kt P(n). Mo-r, the tells us that each further 
step whkh doer not trigger the thrcrhotdr ghm a m f,, lormre component. 

From the point of view of global prncm xheduline, this lead* to a nfy simple 
alternatk behwiour including the 110 management : 
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ETTHER 
the p r a c u  qmh a m S, vmple -> r #,, component Is p radwd 

OR 
the pr- r e j K 1 ~  an d d  S, nm@c -r r I,, component is pmdwcd 

With this deeply reslmctund alprlthm. the computatlon and IK) loads arc. In the 
same pmponion, dramatically redud .  But the data d ~ n d c n c c  of the pmcu . w a n  
now more obvious in ao far n k component computations arc simulnneously affected. 

TOWARDS A N  EFFICIENT A R C I I I T E C l l l R E  F O R  T I I E  COST SAVING 
A L C O I U T I I M  I M P L E M E N T A T I O N  

Uke most signal procculng aI~orithm% a pipeline appmrh is wll w r r d  for M.C.I. 
implcmenntion. Indeed. the computatian procedure involves data m t o r  n w  and m y  be 
eas~ly qlil into a xquence of clcmcntaq tasks implemented by qxciflc hardware. 

Orantcd that b pipeline appmrh vlll ICI at the bnic lmi of the hardwe des i~n  
one h u  to consider also the nppmprir tcm of a replicated rlnKNre. A t  the vlme h u c  
level, thir leads to yrtollc architecture, whereas at .n uppr Iml. it lead. la SlMDlSPMD 
architecture (MIMO not wiled far fine grain parallelism). 

Shtolic mrchltecture is o h b m l y  the moll adcqualc for a NltOm or xmlsustom 
dalgn (regular structure and rhedulimg. local communication% -.). nut unfnrlunntrly thlt 
apprwh is quite infledble and leads to serious obstacles with datr dependent processing 

Considerlnl our allarilhm from a mtd ic  mint  of vinw. the ~wo index hlnct$on S fr. k I  . . . " ~ .  , 
I w k r  like a pouihle candidate. But in this Iwo dimension comput~tlon q r c ,  the only 
poinn imoi-al in  effective compvtalioru ue m a w d  onto a path ploltcd dunng r data 
m t o r  prmaing. n u s  the Compulation p m n c  h u  lo  be considered a* a one dimension 
Orr and. furthermare. the computat?ar p l th  b m( k m  hdorchand. Co-ently the 
rVrtolic approach is not mailable for our -1 vviw algorithm. 

The SlMD rpp-h (mulliplc identical p i p  in our uu) doer ml involve s ~ h  a 
theoretiul problem. But the M.CI. h ml compul~lbn demandim rhereforc the -I/O 
bound' feature p r m i l r  Fllnhermore. a pipeline implemmtalion af the computation pmca 
will lead to an high throughput. I n  the rase of r multiple pmnr ing  unit dn i~n ,  the 
global bandvldlh required for the p m n a r  memory nll i n v o l ~  a costly and a complex 
design, Finally this approach doa  ml haw to bc rejecled a priori. but the rradmff it 
br ine about shwld be aretully a n m i d .  

4 3  n l E  PROCESSOR ARCtlllECWRE 

The data dependew feature of the algorithm led us to confine the critical computations 
I& in 8 specific hardmre -ion named mml ,mvmw due lo  11s situation ~nslde the 
r w n t i a l  dobal p r D M  The lep dependent t n b  (it. -rewive data and compute AS, 
sample' on t h e  one hand, md  compute tmure component fmm 4 stream and tnmmit 
h', on the other hand) are m e d  by specnic unin as depicted in f i p m  4.1. 

The latter shw a logical signal T by which the central pmceaDr rhedulrs the 
whale yrtem. 7 h h  lignal reflects the *ale of the t h m W d  p r a m  (T k tme vhen 
neither p nor k m  are reached). For the preprocenor. T is m~e' tmlver an x t l w  qclc 
(input mnd pmcra data) when T n blse" rcquim m idle qcle (hold procea state). I t  
is quite dlffcrent for the postprmmr because the lattcr as always huy. The nrte of T 
indicates the lype of the tnhlre component (I, or and) w k  computation h u  to be 
Initiated. The T bit Is ragged to the pr- data and h rhcn u u d  by the memory 
contraller In order to dcmulriplex the tnhlm components r t n m .  

Fmm the point of view of pre. and p a t p r m n a r  desitn. there is no themtical 
limit to the degree of plpeliniw becruse m w m n t  tuctlon is lnwlwd. Th.1 Is why 
the paper' will only focus an the central p- implmntat ion 

4 3  CENllUL PROCESSOR ARCHITECTURE AM) DElUVlOUR 

Althoush the central proc-I mpprlt m m n t  computations and data dependent rhedu- 
lim it  h u  lo  dow d w n  the 8lobaI pipelined prmtr as little u poniblc. An extensive 
tuctional panllellrm m requlred to rhieve the dm of one lmurc component ~ a d w c d  
p r  machlm W e .  

I n  ordcr to ec~~alize c o m m n t  t a b  mcution lime In a context of syrrhromus 
parallelism. the central procesor architecture exhibits three tuetlond ubunits : - the data m i l  mnnnflml arbuntl (implcmcnh a queued rmrrurc for AS, mmple) 

- the rmrpvraNm #uh,nlr (compute S, ancl updztn k) 

- the lhwshold rhrcklng Nbvnll 

e Y h  of thew is structured as a pipeliw stage with only one clocked l yc r  

The critical point war l o  -me mnlappcd execution of mutually dependent tasks : 
the S, and t computation step b uhJect to the thmhold checking iaue and vice wrsa 
n,, pmMem vu vorked out by a dymrnicalty configurablc nrvcture i M w  the dup l i .  
tion of algorithm objects and apra ton  The architecture of thc central pracnor il 
depicted in  figure 4 2  

The bchaviour of the central processor Is depicted In the ASM rhcn l i p re  43. As 
p & q  stated, each mvhine q c k  yields a tmure component (a, i f  T falx. a,, If T 
true). 

4.4 P R O N S O R  COST AND PERFORMANCE 

On the buls of the o h r d  low pavn &me 7TL ~londod ~NI'C~I .  the hifa of the 
p rmra im unit inwhn f-r than 60 chips m d  leads to a Ihrmghput of 8 M c g  termre 
components per mand (125 ns cydc lime). The rcqulred data memory badwidth is about 
12 Mbylelr I t  should bc pointed out that the doe adns mnosenrnr arhunlr 13 the mod 
limcsritical tuction. O n  m y  u p c t  that implementing thu uhuni l  by an ASIC leadr to 
impmrcmmt in the performance by a f x t n  Nm or three. 

5 I M P L E M E N T A T I O N  O F  T I I E  M.C.I. WIT11 A .SYSTOLIC 
ARCI I ITECTURE 

Taking into conridention the unique knturcr af a lyatolic nrchllccture which brins treat 
benefih in hardware deign [KUNGJ. we hrd to lnvntigalc a reslnlchlred algorithm comir 
tent wilh Ih~s  approach The main benefits are inregrallon fxilities, extenlion fxilitln. 110 
awing and high degm af parallelism rhimahlc in a small package.  US this nppmvh 
may bc intemting m n  i f  the ad ha algorithm is oat the m a t  cast effective one. 

The technique we u x d  wilh this in mind is devribed in  (OUINI and [ANDR). I t  stam 
with a map of computation step refrrenced by thc index x r  inwlwd in the latter. The 
next step I r e  : 

- translate computation formula into r uniform recurrent cqustiqn q3tcm ( i t .  ponltion 
Indepcndmt) 

- defim a convenient scheduling of computation points 
- xlect an nllacat~on function in order l a  map compuraion tpace onto a physical 

architecture. 

The bask formulation Pam of the M.CI. which inwive r m l m n t  f a r m u l ~  those 
previously stated (22) end, with the lsmr drln slnrm mput, the ruwilinrar inlegration 
related lo  In., which is given below: 

S,(r. k) - S,.,(r. k-I) + AS,(r-ktl) (5.1) 

The quation of the data dependency of the computation p r a m  is not yet wnyiq 
becaur the componenh are computed by independent processes (only datr input shared). 
I t  h 6nt rrasury to differentiate k u a computalh qmcr coordinate hom k as the 
p-d nr i rb lc conveqing to kI during in migration through rhir w e .  The latter b 
labelled k: An Inhibition mechanism is rhcn caw lo imnlemenr in order lo  fmze its 
aatc *hen a thmhold Irim t!ll i t  knn the ynolic away (this is not mca~y fw S, 
and S,.,). A T tag bit, exactly similar to the one previously given, is used with this aim 
I" riov. 

This problem solved, the translation of 6 2 )  and (5.1) inla uniform recurrent ?qua. 
tian SyYlCmr is  proceucd u fallaur. Conndcrirq first the c a r  of (22). the Aq,(r+k) 
sample is utcd by all rompulalion points (2. k7 m m i n g  r'+t'- r+k. nil can be rewrillcn 
a AS,,(r. t) - bSn(r+p. k-p) wilh p an arbitrary imeger value. Sdecl the value of p leads 
to defining the AS, path through the computation tpace. The value p-1 is obviously the 
m a t  c f f ~ ~ n f  a d  Icads to the following equation y l tcm : 

SJr. k) - S,(r, k.1) + AS,(r*l.k.l) 
AS,(r. k) - aS,(r+l.k-I) 
w th  0 < r < (lnpul data m t o r  lenglh) 
a d O < k s k m  

The nvr lated bound conditions are T(r.0)-171UE. kfr.0)-0. S,(r.O)-0 and 

ASn(r&1,O)-ASn(r). 

The value Lq(r) rclated to the a,(,) component is u h i m d  by extrrting kxr.lokmx) 
bom the computatlon qnce. The ASM chan fipre 5.1 depirlr the complcte romput~tion 
p r a m  executed at each point of the computation arc*. 

The computation of S,, (5.1) leads to vcy aimilnr renllr. The main difference lies 
in the AS, path (AS,(r. t) - AS"(r.1.k-1) in  this -). 

We liK r mere mmmary below of the hnnionr choun : more dctailr m y  he found in 

I O W R A l .  

The folloulw tunctiom define the lime at *hkh a comptllslion is p m n x d  
(for I, and I,,, mpectively) : 
I,,@. k) - r : Zk - 1 
t M , - r . k . l  

The follaving hnctian d e n m  the processor cell which processes romputa. 
tion p o w  (idem for the two arrays). 
A(,. k) - k 

Maln I h t u m  d the dnlcn 

- one dimenrion .nay% 32 (-km) cells each 
- JI cells buy  a each q d e  (ir. lODs hardware utiliration rate oulrlde atanup 

phac) - c x h  .ny e l d l  ow tmure component per rnvhine qclc 
lk complcte d m  of the ynolic pmnclng unit includes one prepmcesmr nnd Iwo 

porrpmcemn (idcnliul to thov dnrrtbcd in nection 4) in addition to the Nla ~ l d ~  

Myr 

5.4 COST AND PERFORMANCE CONSlDEWInONS 

The TIL device ramfly h in rhir cue, not appropriate far cost mlaatlon af the 
hndwnn design Thcrefm this h done ~n tens  of elementary logical gates 

About 4O.WO gat" .re Involved in the design of thir processing unit w m s  2 . m  
for the pm4un rolution Fmm the ASIC point of view, u r h  a dcdgn d m  not inwlvc 
m n t  d i f f ~ ~ ~ l t i u  I n  a "pte urw coam, f~ IIIR~KC wilh u c h  a well mufcmd t a h w  
 lag^ u CMOS-Z#, f m  than tcn chip will be m d e d  far this implcmenlation. 
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From the performance point of view, it is obvious that the lystolic unit offen an 
intrinsic throughput lwice u great u the first propov6 ~IU~IOII. Furlhermore. another 
factor is perh.lps more significant: the systole unit d a s  not involve critical macro 
function wch a. the q ! ~ m d  dnro 1trin.3 mbllnit of the pmcviour one. n i r  allow3 the 
lystolic deign to get the besf m t  of r leading t c c h n o l ~ .  For instance. mth  td.Ws 
Adwncrd Srhonhy lTL standard dcvicn. an wtpt8f rrtc of ahout 50 M q a  lnturc c o m p  
ncnts per s o n d  is rhicvrhlc (involving 6 GigaOpds). 

6 CONCLUSION 

I n  this paper MI processor arrhitccNrn dcdlcatcd to the Method of Curvilinear 
lnfcgration ~mplemenlatlon have k n  propavd In the firld af comrrenr p r a n v r  
hardware implemcntalion. the man u i s  is obviously the rdequacncu of algorithm and 
arehitecmre. Thcmfarc. !r is, mare ohcn thm not. more risky to prcwnf one architermre 
ar the most cflicicnt one. 

I n  wr caw. k n N r e  related la each design allow us to give some orientation : Far 
the purpov of a hlgh performance applrat~an ( u  N real Irmc. I m r e  analpis). the r-1 r 
systolic approach is the only valid one. An accurate mlvation in the context of an 
AS-Ill. design h u  shown a total time of 45 m l  10 anslyre a 512 x 512 picNrc. 

On the alhcr hand. the first p r o p 6  design a charactcri~m by its cost-sanng : No 
laphisticafcd tools required for the design (standard 1 0 ;  uwal microcomputer RAM EmdLL 
suifahle lor pmccaor memory. provlding a convenient DMA controller is designed. Such a 
low cast Mtem untlld stlpporl fhc f r m r c  annlpls of a 512 1512 picturc in as short a 

tlme I S  ow s a n d .  zn 
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