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Abstract

An automatic parking system provides convenience for 
drivers by automatically finding free parking spaces and 
steering automobiles toward them. This paper proposes a 
vision-based free parking space detection system. The 
proposed method consists of two stages. First, the 
automobile rearview is three-dimensionally reconstructed 
using the optical flow-based method. The metric 
information is recovered using the scale ratio between the 
camera heights in the real world and the reconstructed 
world. Second, the free parking space is detected by 
estimating the parking space orientation and the reference 
point in the top-view of the reconstructed 3D structure. 
Experimental results show that the proposed method 
successfully reconstructs the 3D structures of the 
automobile rearview and detects free parking spaces in 
the different environments. 

1 Introduction 

An automatic parking system provides convenience for 
drivers by automatically finding free parking spaces and 
steering automobiles toward them. Recently, the interest 
and need for automatic parking have been dramatically 
increasing [1]. There are many kinds of methods to detect 
free parking spaces, including the laser scanner-based 
method, the short range radar network-based method, and 
the vision-based method. However, the vision-based 
method is most attractive to drivers because it can depict 
parking procedures in a visual way. The vision-based 
method can be categorized into three approaches. The first 
approach recognizes adjacent vehicles by using the 3D 
structure of parking lots [2]-[3]. The second approach 
recognizes parking space markings [4]-[5]. The last 
approach recognizes both adjacent vehicles and parking 
space markings [6]-[7]. The proposed method is 
categorized in the first approach. N. Kaempchen 
developed a system that can locate free parking spaces by 
recognizing adjacent vehicles with a stereo vision-based 
method [2]. K. Fintzel proposed a system that recognizes 
adjacent vehicles three-dimensionally by using a single 
camera and odometry and provides a rendered image from 
a virtual viewpoint for better understanding of the given 
parking situation [3]. 

This paper proposes a free parking space detection 
method which uses the optical flow-based euclidean 3D 
reconstruction. The proposed method consists of two 
stages. One is the 3D reconstruction stage and the other is 
the free parking space detection stage. The 3D 

reconstruction stage consists of six steps. First, the feature 
points are tracked by the Kanade-Lucas-Tomasi feature 
tracker [8]. Second, the relative rotation between the two 
images is calculated using the fundamental matrix 
estimated by the MLESAC [9]. Third, the relative rotation 
between the two images is eliminated by de-rotating the 
feature points in one of two images. Fourth, the focus of 
expansion (FOE) is estimated using the de-rotated 
corresponding points. Fifth, the 3D coordinates of each 
corresponding point are calculated using the de-rotated 
optical flow and the estimated FOE. Last, the camera 
height from the ground plane is estimated in the 
three-dimensionally reconstructed world. The 3D points 
are rescaled using the scale ratio between the camera 
heights in the real world and the reconstructed world, and 
the 3D points that are too far from the camera are deleted. 

The free parking space detection stage consists of four 
steps. First, the 3D points near the ground plane are 
deleted and all the remaining points are projected onto the 
ground plane. Second, the Hough transform is applied to 
the projected points to estimate the orientation of the 
parking space. Third, the reference point is detected using 
two 1D projections. Last, the most appropriate parking 
space is recognized among four candidates that are 
determined by the estimated orientation and the reference 
point. Fig. 1 shows a block diagram of the proposed 
method. 

Experimental results show that the proposed method 
successfully reconstructs the 3D structures of the 
automobile rearview and detects free parking spaces in the 
different environments. 

Figure 1.  Block diagram of the proposed method. 
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2 Optical Flow-based 3D Reconstruction 

2.1 Rotation estimation 

Once the corresponding points are found by the 
Kanade-Lucas-Tomasi feature tracker [8], the fundamental 
matrix can be estimated by a robust estimation algorithm. 
In this case, the MLESAC is used [9]. The essential 
matrix is calculated using the fundamental matrix and the 
camera intrinsic parameter matrix. Finally, the rotation 
matrix is calculated using the singular value 
decomposition of the essential matrix [10]. 

2.2 De-rotation and FOE estimation 

The feature points in the second image are de-rotated to 
make two images related with pure translation. Rotation 
between the corresponding points is eliminated by 
transforming the feature points in the second image using 
a homography, H defined as 

-1 -1H KR K (1)

Here, K and R are the camera intrinsic parameter 
matrix and the rotation matrix, respectively. The 
fundamental matrix, F is re-estimated using the de-rotated 
feature points. Two epipoles (e1, e2) are calculated as the 
null spaces of F and FT in (2) [10]. 
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Because the two epipoles are the same as the FOE 
when the two images are related with pure translation, the 
FOE is estimated as the middle point of the two epipoles. 
Figure 2 (a) and (b) show an example image of the 
parking space and the optical flow of the feature points, 
respectively. Figure 2 (c) and (d) are the radial distortion 
free optical flow and the de-rotated optical flow, 
respectively. The FOE location is indicated by a blue dot 
in Figure 2 (d). 

           (a)                     (b) 

          (c)                     (d) 

Figure 2. (a) a parking space image (b) optical flow  
(c) radial distortion free optical flow (d) de-rotated optical 

flow with the FOE shown by a blue dot. 

2.3 3D reconstruction 

Once the feature points in the second image are 
de-rotated, the corresponding points are related with pure 

translation. If the Z-axis translation is not zero (which 
always happens in the automobile rearview camera), the 
3D coordinates of feature points are calculated using the 
de-rotated optical flow and the FOE [11]. When the 
optical axis is the Z-axis, the motion field of pure 
translation is described as 
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vx and vy are the lengths of optical flow in the X-axis 
and the Y-axis, respectively. Tx, Ty, Tz are the X-axis, the 
Y-axis, and the Z-axis translations, respectively. x and y 
are the X-axis and the Y-axis coordinates of the image 
point in the camera reference frame, respectively. Z is the 
Z-axis coordinate of the 3D point and f is the focal length 
of the camera. In this case, the location of FOE (xfoe, yfoe)
is defined as 
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Using (4), (3) can be rewritten as 
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According to (5), the Z-axis coordinates of the 3D point 
can be calculated by using one of two equations in (6) up 
to an unknown scale Tz.
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For improving the 3D reconstruction accuracy, the 
optical flow lengths in the X-axis (vx) and the Y-axis (vy)
are compared and the longer one is used for the Z-axis 
coordinate calculation. The X-axis and the Y-axis 
coordinates of the 3D points are calculated using (7). 
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X Z Z
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Figure 3. Camera configuration 

2.4 Camera height estimation 

For the euclidean 3D reconstruction, the known camera 
height from the ground plane is used. If it is assumed that 
there is only an X-axis rotation between the automobile 
coordinates (Yauto, Zauto) and the camera coordinates (Ycam,
Zcam) as shown in Figure 3, the X-axis rotation angle  can 
be estimated by (8) [12]. 

0
arctan( )

foey y

f
(8)

After rotating the 3D points in the X-axis by , the 
ground plane becomes parallel to the XZ-plane of the 
automobile coordinates. Therefore, the ground plane in the 
reconstructed world is estimated using the Y-axis value 
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histogram of the 3D points as shown in Figure 4. The peak 
of the Y-axis value histogram is chosen as the location of 
the ground plane. The metric information is recovered 
using the scale ratio between the camera heights in the 
real world and the reconstructed world. After scaling all 
the 3D points, the points that are too far from the camera 
are eliminated. Figure 5 shows the euclidean 3D 
reconstruction result of the parking space in centimeters. 

Figure 4. Y-axis value histogram of the 3D points 

(a)

(b) 

Figure 5. Euclidean 3D reconstruction result 

(a) view from the camera (b) view from the top 

Figure 6. Top-view of the parking space after deleting the 

points near the ground plane 

3 Parking Space Detection 

3.1 3D point selection and projection 

Once the ground plane location is estimated, the 3D 
points near the ground plane are deleted and then the 
remaining points are projected onto the XZ-plane. Figure 
6 shows the point projection result after deleting the points 
near the ground plane. It can easily be seen that the 3D 
points on the obstacles are retained. 

3.2 Parking space orientation estimation 

To find a free parking space, the orientation of the 
parking space has to be estimated. The Hough transform is 
used for detecting the strongest line and the orientation of 
this line is considered to be the parking space orientation. 
This is based on the fact that the side of automobile forms 
a line in the top-view of the 3D structure. Figure 7 shows 
the result of the line detection. 

Figure 7. Parking space orientation estimation result 

3.3 Reference point detection 

After estimating the orientation, the projected points are 
rotated according to the parking space orientation. The 
reference point that is considered to be the corner of a free 
parking space is detected by using vertical and horizontal 
projections of the rotated points. The largest peaks in the 
vertical and the horizontal projection results are searched 
to estimate the Z-axis and the X-axis coordinates of the 
reference point. Figure 8 (a) shows the rotated points and 
the detected reference point. Figure 8 (b) and (c) show the 
vertical and the horizontal projections which are used to 
detect the reference point. 

Figure 8. (a) Rotated points and the detected reference 

point (b) vertical projection (c) horizontal projection 

3.4 Parking space detection 

Once the reference point is detected, there are four 
candidates for a free parking space as shown in Figure 9. 
In this figure, the only upper left rectangle is recognized 
as the most appropriate parking space because the upper 
right rectangle includes an occluded region and the lower 
right and the lower left rectangles are located behind the 

565



camera. Figure 10 shows the final result of free parking 
space detection. In this figure, the size of the rectangle is 
190cm×480cm. 

Figure 9. Candidates of free parking space 

Figure 10. Final parking space detection result 

4 Experimental Results and Conclusions 

The proposed method is tested in 22 different outdoor 
parking sequences which include buildings, trees, stones, 
shadows, moving people, sloping road, or standing water. 
Three of them are shown in Figure 2 (a), Figure 11 (a) and 
(c). This method succeeds in 20 sequences and fails in 2 
sequences. These failures are caused by mainly two 
reasons. First, the sun is strongly reflected on the surface 
of automobile so that the feature tracking is failed. Second, 
the road is not flat so that the ground plane is erroneously 
estimated. 

The proposed method reconstructs the automobile 
rearview using the optical flow-based 3D reconstruction. 
The metric information is recovered using the scale ratio 
between the camera heights in the real world and the 
reconstructed world. The free parking spaces are detected 
using the top-view of the reconstructed structures. In 
future works, we plan to improve the camera height 
estimation method and the free parking space detection 
method because the metric information and the free 
parking space location have to be very accurate for 
parking safety. 
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(a)                     (b) 

         (c)                     (d) 

Figure 11. Two other experimental results 

(a), (c) parking space images. (b), (d) parking space 

detection results 
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