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Abstract

This paper describes Japanese phone recognition for
lip reading based on a novel feature called trajectory
feature to obtain high recognition rate. Trajectory fea-
ture is a time change of two mouth shape features ex-
pressed as a two-dimensional trajectory of the lip mo-
tion. The most similar trajectory in a database which
is compared with the target trajectory by DP match-
ing is selected as a result phone. Traditional researches
concerned phone recognition experimented with only
Japanese five vowels. In this paper, experiments were
conducted for Japanese 45 phones with five person,
and classified into five vowels and ten consonants, and
recognition rate of 94.1% and 28.9%, respectively, were
obtained.

1 Introduction

When perceiving speech, humans not only use the
auditory information but also other information, such
as lip motion, eye gaze, hand gestures, etc. Since the
recognition rate using auditory information decreases
by the surrounding noise. However other information
does not have an influence with the noise. The impor-
tance of this information becomes significant in noisy
environments.

Recently, speech, especially word recognition using
visual information called lip reading, has attracted sig-
nificant interest. In lip reading, there are roughly three
target, phone recognition, word recognition, and con-
tinuous speech recognition. However, lip reading is a
more difficult task than speech recognition with audi-
tory information. A lot of researches concerned with
lip reading are targeted in word recognition [1, 2, 3, 4]
or with auditory information [5, 6]. Since phone scene
contains few phonemes, vowel recognition rate is lower
than that of the word. Some researchers have exper-
imented in vowel recognition [7, 8, 9, 10, 11]. They
tried only the recognition of about Japanese five vow-
els. This research conducts Japanese 45 phones, and
tries to classify these phones into five vowel classes and
ten consonant classes. This paper also proposes a novel
feature to obtain high recognition rate for lip reading.

Lyons et al. proposed a text entry method, which
uses coordinated motor action of the key input by hand
and the mouth shape [12]. Two shape parameters (the
area and the aspect ratio) of the open mouth cavity are
gauged. Matsuoka et al. showed a way to distinguish
the vowels, with a front and a side view [7]. Nakamura
et al. applied an Active Contour Model to extract the
lip shape, and the extracted contour points are fed to
a neural network to estimate Japanese five vowels [10].

Our lip reading method followed is: First, region
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of interest of lip is detected during the input image se-
quences. Moreover, the mouth cavity region is detected
with simple thresholding method. The lip size is then
normalized to prevent from influencing the features.
Here, a user closes a lip before and after the utter-
ance, and a speaking period is detected. Next, a time
change of two lip shape features (area and aspect ra-
tio) is expressed as a two-dimensional trajectory of the
lip motion. The most similar trajectory in a database
which is compared with the target trajectory by DP
matching is selected as a result phone.

2 Mouth cavity detection

2.1 ROI detection

There are two methods of lip reading, the image-
based method [2, 6], and the model-based method
[1, 3, 4]. In the image-based method, the typical fea-
ture is computed based on eigen space projected by
an image around the detected lip region. It does not
need to construct a special model, and information of
the tooth and the tongue can be included. But a large
amount of data is required. There is a large influence
of the lighting conditions and the location of lip. Op-
positely, in the model-based method, a contour or some
target points of the lip are first required with a min-
imum amount of parameters. The model constructed
by this method presents less influence from the light-
ing conditions and the lip location. It has a problem
that it is difficult to construct the model, but the pro-
cessing speed is better. In this paper, we first detect
Region Of Interest (ROI) of lip. After ROI detection,
we employ the thresholding method to obtain a mouth
cavity region.

To detect a ROI, two nostrils which are darker region
than surrounding skin color are detected. A mouth ex-
ists in the bottom side direction of the vertical bisector
between the nostrils as shown in figure 1(a). Using this
direction, we compute edge profile and detect a maxi-
mum edge point as a connected point with upper and
lower lip. Next, two lip terminal points (the left and
the right points) are detected using circular separabil-
ity filter [13], and the ROI is set as shown in figure
1(b).

2.2 Mouth cavity detection

In the ROI, we detect a mouth cavity region
with simple thresholding method. To eliminate
from lighting environment, the original image is con-
verted from RGB(red-green-blue) color into HLS(hue-
lightness-saturation) color space. When L is less than
0.2, the pixel is set to the mouth cavity, otherwise the



Figure 1: Mouth cavity detection.
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Figure 2: Results of speaking period detection.

pixel is set the lip region. The resulting image is shown
in upper side of figure 3. In these images, the white box
is ROI, and yellow region is the detected mouth cavity
region.

2.3 Size normalization

The lip size varies with the distance between the
camera and the user. Therefore, the lip size is nor-
malized. Because a lip is closed before and after an
utterance, a ratio (R = W/W*) with the standard size
W* found by calculating the average width W of the lip
in the first several frames is used. The normalization
is applied to the target frame by using this ratio.

2.4 Speaking period

In this research, a user closes his lip before and af-
ter utterance. Then, we detect a speaking period with
the height of mouth cavity region. At first, the av-
erage h of the height of several frames is calculated.
In this research, we used ten frames for calculating h.
Then, the frame that height is bigger than a threshold
(tn, = h +10) is set an utterance starting frame. An
utterance finishing frame is set the frame that the dif-
ference from the average is less than ¢, continuously
with ten frames. Some results are shown in figure 2.
In this graph, thick line is detected speaking period.
The gray line (‘¢’) is short and detected result is hard
to understand. But others are clear. Particularly, the
frame before utterance is ridded correctly.

3 Trajectory Feature

Because of the area S and the aspect ratio A =
H/W is recognized high accuracy by Lyons’ exper-
iment [12], where H is height and W is width of
the mouth cavity region, we use these two features.
Though Lyons et al. calculated aspect ratio with only
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the mouth cavity region, we defined two aspect ratio
A, and A,., where A, is based on mouth cavity region,
A, is based on the ROI obtained in 2.1. Furthermore,
a time change of two features is expressed as a two-
dimensional trajectory of the lip motion of the target
phone. The trajectory is generated by plotting points
in two-dimensional space shown in lower side of figure
3.

The lower side of figure 3 shows five trajectory fea-
tures of Japanese five vowels (‘a’, ‘i’, ‘u’; ‘¢’, and ‘0’).
The horizontal axis is area S, and the vertical axis
is aspect ratio A.. Plotted red points in trajectory
feature are the position of features of each frame. In
this figure, small area is plotted left side and large
area is plotted right side, small aspect ratio is plot-
ted upper side and large aspect ratio is plotted lower
side. The number of frames is from 35 to 91 per one
phone scene which we recorded. Since there are few
frames, the mis-recognition may occur when the trajec-
tory is expressed only by the number of frames. When
the trajectory is expressed with a polyline, there are
many rapid changes in trajectory and it may cause
mis-recognition. Hence, we express the trajectory by
B-Spline curve [14]. The progress of the time is shown
by the curve color. As for the color of curve, the start-
ing color is red. Then, it changes with yellow, green,
light blue, and turns blue at end.

Here, if it is the same user, the mouth shape before
the utterance is almost the same. But, it does not plot
the same position because it is not the same shape due
to the movement such as breathing or the accuracy of
region detection process, even if a lip is closed before
an utterance. Thus, the starting point of the trajectory
is set up in the same position to prevent a shift. In
this paper, we normalize the size of trajectory feature
with average value and standard deviation, then the
starting point is set (S, A) = (100, 100), where the size
of trajectory feature is within 512 x 512 pixels and the
lower side of figure 3 is a part of trajectory feature
image.

The mouth images of figure 3 show the mouth wide
open frame. These frames are mostly located in the
farthest place from the starting point. In other words,
the place depends on the vowel.

4 Recognition

DP matching is well-known method and is non-
linear matching by time warping. In this research,
Two-dimensional DP matching is applied to calculate
a distance D(X, R,,), where X = x1,z0, -+, 27 is a
target unknown phone trajectory, R, = ri,7r2, - ,7J
is a database trajectory for the comparison. The phone
7 which satisfies an eqution 7 = argmin,, D(X, R,,) is
chosen. Here, x; and r; are two-dimensional trajectory
vectors, where z; = (s7,a%)” and r; = (s, a])" con-
sisted of an area S and an aspect ratio A. The initial
value of DP matching is set as follows.

9(:,0) =0 (i=0,1,---,1)
{ g(o,j):OO (j:1727"' ’J)

An accumulation distance g(i,j) in each lattice point
(i,7) is calculated as following equations.

g(i —1,7) +d(i, )
g(i,j — 1) +d(i,])

g(i,j) = min{



(a) &’

(b) ¥

(c) W

(d) e’

(e) 0’

Figure 3: Mouth wide open images and trajectory features.

Table 1: 45 Japanese phones.

vowel
HbTWVW]IS>STZ2T]THE
a i u e o
M E|SCTTF [ Z
ka | ki | ku | ke | ko
< ISR ECEEEEES
c| sa | shi| su | se | so
0 | B DT &
n| ta | chi|tsu| te | to
s| Rl B[R] D
o|mna | ni | nu | ne | no
O = O O X S N N I =3
a | ha | hi | hu | he | ho
n| &[T | ES
t | ma | mi | mu | me | mo
S 57 X
ya yu yo
5 D ) nis
ra ri ru re ro
D 7
wa WO

Where, a local distance d(3, j) is an Euclidean distance.
The distance between two trajectories (R, and X) is
calculated by D(R,, X) =g(I,J)/(I+ J).

5 Experiment

The basic Japanese hiragana syllabary is shown ta-
ble 1. Japanese syllable structure is fairly simple in the
most syllables take the form CV, where C means con-
sonant, V means vowel, and there are only five vowels
(‘a’, ‘", ‘u’, ‘¢’, and ‘0’). For experiments, we collected
five samples of each phone from five persons (A, B, C,
D, and E), for a total of 1125 samples. Here, B is a
woman, and residual persons are men. We took image
sequence of the person’s clear utterance with a digital
video camera. The image size is 640 x 480 pixels. The
image sampling rate of inputs was 30 frames per sec-
ond. The mouth cavity detection was carried out for
all image sequences.

5.1 Classify into five vowels

To evaluate the performance of trajectory feature,
we compared trajectory feature by DP matching with
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k Nearest Neighbor (k-NN) method which input is two
shape features of mouth wide open frame [11]. The
first experiment is to classify 45 phones into five vow-
els. Here, for each subject, train on four samples of
each phone and classify the fifth. Thus for each person
the training sets contained 180 samples (four samples
for each phone) and the non-overlapping test sets con-
tained 45 samples (the residual sample of all phones).
The resulting average recognition rates are shown in
table 2. The resulting recognition rate was 92.5% and
90.3% with method of [11]. And that of proposed
method was higher rate, 94.1% and 93.9%. Table 3
gives a confusion matrix with (S, A.) for five vowels.
Two vowels, ‘i’ and ‘e’, have low recognition rate. To
investigate this reason, figure 4 shows two distributions
of 225 phones of subject D with aspect ratio and area
when mouth is wide open. Figure 4(a) is with area S
and aspect ratio of mouth cavity A, figure 4(b) is with
area S and aspect ratio of lip ROI A,.. Though these
distributions are almost divided clearly, ‘i’ and ‘e’ are
gathered near location. However, hence, we confirmed
that trajectory feature is effective in the vowel recog-

nition.

Table 2: Classification results into five vowels.

subject [%)] average
method E (%]
S, A:. + k-NN 93.3 | 91.1 [ 90.2 | 94.2 | 93.8 92.5
S,A, + kNN | 933|858 822951951 | 903
trajectory(S, A;) | 96.0 [ 93.3 | 89.3 [ 93.3 | 98.7 | 94.1
trajectory(S, A,) | 96.4 | 96.0 | 81.3 | 96.4 | 99.6 93.9

x of five vowels.

Table 3: Confusion matris
a 1 u e o
a| 958 0.0 | 0.0 | 4.0 | 0.2
i] 00 |91.8| 2.8 50 | 0.5
u| 0.0 29 1969 | 0.0 | 0.2
e | 4.0 6.3 0.0 | 88.3 | 1.5
ol 08 | 04 | 0.6 2.0 | 96.2

5.2 Classify into ten consonants

Next, we carried out consonant recognition with tra-

jectory features, that is, 45 phones were classified into
ten consonants. The resulting average recognition rates
are shown in table 4, and table 5 gives a confusion
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Figure 4: Distributions of area and aspect ratio.

Table 4: Classification results into ten consonants.

subject [%] average
method (%]
trajectory(S, A;) | 27.6 | 22.2 | 23.1 | 24.0 | 47.6 28.9
trajectory(S, A,) | 28.9 | 26.2 | 23.1 | 27.6 | 47.6 30.7

Table 5: Confusion matrix of ten consonants.
a k S t n h m y T W
a [204 124 60 | 32 | 80 | 220 | 40 | 3.6 | 156 | 48
k | 104|308 | 88 | 68 | 88 | 7.2 | 6.8 | 6.0 | 11.2 | 3.2
s | 56 | 100|328 |168 | 11.6| 6.8 | 3.6 | 56 | 64 | 08
t | 48 | 52 | 164|300 180 | 6.0 | 4.0 | 68 | 88 | 0.0
n| 72| 68 |11.6| 164292 | 80 | 56 | 40 | 88 | 24
h|164 | 116 | 52 | 40 | 84 | 332 ] 7.6 | 3.2 | 7.2 | 3.2
m| 72| 72|60 | 44 | 64 | 104|424 | 20 |11.2| 28
y | 40 | 113 | 67 | 107 | 100 | 47 | 3.3 | 333|133 | 2.7
v [ 124|156 | 8.0 | 100 | 7.6 | 48 | 6.8 | 80 | 220 | 438
w | 140 [ 100 | 3.0 | 50 | 2.0 | 100 | 6.0 | 9.0 | 5.0 | 36.0

matrix with (S, A.) for ten consonants. The recogni-
tion rates were low. These results show that the task
to recognize consonant is difficult problem. Moreover,
though we tried the classification for 45 phones into 45
classes, we obtained almost the same recognition result
of ten consonant classifications.

6 Conclusion

This paper proposed a novel feature for obtaining
high recognition rate of phone recognition for lip read-
ing. The proposed feature is a two-dimensional tra-
jectory that a time change of two lip shape features
(area and aspect ratio). We carried out the recognition
process for classifying five vowels with 45 phones, and
obtained high recognition rate 94.1%. Moreover, we
tried the recognition process for classifying ten conso-
nants, and obtained recognition rate 28.9%. Consonan-
tal classification was a low recognition rate. We con-
sider that information inside the mouth of the tongue
and the tooth is important for the consonantal recog-
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nition. Thus, the future work is consideration to imply
inside information.
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