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Abstract that the use of color information gives a significam-

provement in terms of the recognition rate, and ¥€Cb
This paper presents color processing for face recogni- and YCg'Cr' spaces are the most appropriate for face

tion systems and proposes new directions for th&fm. recognition.

show that color information helps performance dfefa Section 2 reviews the fundamental eigenface method.
recognition and found that specifically YCbCr and In Section 3, the independent PCA-based face retogn
YCg'Cr' color spaces are the most appropriate faref algorlf[hm to ef‘f|C|entIy utilize the CO.|OI’ informan is
recognition. In this paper, the performance of thimp described. The performance comparison of the face rec-
cipal component analysis (PCA)-based face recognition 0gnition for several color domains is presentefieation
algorithm is performed in various color spaces inahgp 4. Finally, Section 5 gives conclusions and futuoeks.

RGB, HSV, YCbCr, and YCg'Cr'. The performance evalu-
ation was conducted with the color FERET database i 2

terms of the recognition rate. In our experimernati Fundamental Eigenface Face Recogni-

robustness of the independent PCA-based algorittiths tion
different color domains is investigated for difigréacial
expressions and aging. Turk and Pentland proposed the eigenface-based face

analysis that is based on the PCA for efficient face rec-
. ognition [5]. In the training phase of the eigenface method,
1. Introduction eigenvectors are calculated with a number of training
faces. The computed eigenvectors are called as eigenfaces.
Light reflected from an object is multi-spectrahda Then, faces are enrolled in the face recognition system by
human beings recognize the object by perceiving color their projection onto the eigenface space. In the recogni-
spectrum of the visible light [1]. However, mostfate tion phase, an unknown input face can be identifigd
recognition systems have used only luminance inderm  measuring the distances of the projected coefficients
tion. Many face recognition systems convert theocol  between the input face and the enrolled faces in database.
input images to grayscale images by discarding ther
information and use only luminance information. . .
Only a limited number of face recognition reseasche 2-1.  Eigenface space composition

using color information have been attempted. Toeted Dimension of an image space is so high that it isrof
proposed a global eigen scheme to make use of colorjmpractical to deal with all the data of imagestlieir
components independently [2]. They reported padénti  own dimensions. PCA enables to optimally reduce the

improvement of face recognition using color inforlmat  gimensionality by constructing the eigenface space that
Raj.apakseet al proposed a non-negative matrix factori- g composed of the eigenvectors [5].

zation (NMF) method to recognize color face images Let {x,%, ,%,} be a training set of face images,
showed that the color image recognition methocetteb and x; represents a training face image which is ex-
than grayscale image recognition approaches [3jg¥a pressed as aNx1 vector. Note thal, is the number of

al. presented the complex eigenface method that com- training images antl denotes the number of pixels in an
bines saturation and intensity components in the fofra image. The mean vector of the dataset is defined by

complex number [4]. This literature shows that mul-

ti-variable principle component analysis (PCA) method

outperforms traditional grayscale eigenface methods.
Color images include more visual clues than grayscale

images, and the above-mentioned works showed the ef

fectiveness of color information for face recogmiti

However, there is lack of analysis and evaluation re-

garding the recognition performance in diverse icolo

spaces. In this paper, we investigate different color spaces c — ' Hx ), )

for face recognition by using the eigenface method. For M, L '

the evaluation, we use the color FERET databasehwhic

contains a number of face images with wide variation of where the superscrifit denotes the transpose operation.

facial expressions and aging. Experimental results show The eigenvalues and the corresponding eigenveofors

My

1 |
Mt iI1Xi. (1)

Then, theNxN covariance matrixC of the dataset is
computed by
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C can be computed with the singular value decomposi-

. . 3 Figenfaces
tion (SVD). Let 1, 5, ..., n be eigenvalues of, xg = e e,
. M . —_—— method
where the eigenvalues are ordered in decreasing order, Color B
anduy, Uy, ... ,uy represenN eigenvectors o€. Note e ace |2, Fiwenfaces | doy o e e
that theith eigenvalue,; is associated with thigh ei- conversion metee
envector,u;. The eigenvector having largeris more X x Figenfaces | d
g C3 C3
dominant to represent the training face images.céve method

chooseN' eigenvectors as the eigenfaces space for face

recogniton (N c N).
gnition (N ) Figure 1. Block diagram of the face recogni-

tion system using color information.

2.2. Projection onto the Eigenface Space . _
Xr, X, @ndxg areN Y1 vectors, denoting red, green, and

A face image is transformed by projecting it ortte t  blue components of an input face image, respegtivel
eigenface space. Ley,y,, .y, } beagallerysetofface  First, these components of RGB are converted teethr
images, wherd/ is the size of the gallery set. Then, the qther componentscy, Xz, andxcs. At the second stage,
weight & of y; with respect to thith eigenface can be  the eigenface analysis is performed for each comppnent
obtained by independently. And then, the three distance vecthys,

T dcz, anddc; are combined with weighting factors and the
Zoowlyi ). ®3) person of the face image is identified at the end.

and all the weights are represented by a weight vector,
4 2, ZIN-]T- 3.2. Color spaces for face recognition

Even though most of digital image acquisition desic

2.3. Classification produce R, G, and B components, the RGB color space is
Gi K f . btain th iaht co_nverted into different co_Ipr spaces dependin_ga_pn

IVen an unknown lace image, we obtain tn€ weig plications. For face recognition, the eigenfaceyaisiin
vector, [4 % 4{] , by projecting it onto the ... the RGB domain may not be effective, because R, G, and
eigenface space. Then, the face image can be classifiedg™ o mnonents are largely correlated with each other.
using the nearest neighborhood classifier. The mie® — gq e jiteratures also showed the inefficiency effdce
between the input face and the other faces in the gallery .o ., onition in the RGB domain [2]. Therefore, we dee
are computed in the eigenface space. The Euclidean dis-t; fing the color space that is less correlated between its
tance between the input face anditheface image in the components for improvement of face classificatien-p

gallery set is defined by formance. Here, we will look into effective color spaces
for face recognition.

, 4) The HSV space is the well-known color space reflect-
ing the human visual perception and it is compoded o
hue, saturation, and value [6]. The conversion &ops

Wtz oz

whereas the Mahalanobis distance is defined by are defined by
N1 -T if B dG
d.(, ) 1—= AR
m( 1) kllﬁ‘4 4l ) 860 7 ifBIG
The identity of the input face image can be determined 3
by finding the minimum distance with the S 1 ———[min(RG,B)]
above-mentioned distance function. The decisioa furl (R G B)
face recognition can be expressed by (7
vV  maxR,G,B)
Imatching arglgg\?g d( ' i)! (6) where
whereimagcning IS the index indicating the identified per- T cos' e 0AR G) (R B)] ;jz
son. fr o’ R BG BN,
.\ . . The YCbCr color domain was developed for efficient
3. Face Recognition with Multiple Color image compression by separating luminance (Y) and

Components chrominance (Ch, Cr) components. This space is also
known as an effective space for skin color segmentation
3.1. Face recognition system [7] and the conversion matrix is defined by

Generally, color images have three channels (R, G, and ¥ o aQ257 0504 0.098 °R° 46 ©
B). We gp:jplied ghe eligengace mbe_thodhto eacr color cEm- g;bz 2 0148 0291 0439 ;X z 2283 8)
ponent independently and combine the results to raake 0439 0368 0071 o8
final decision [2]. Fig. 1 shows the block diagrafrthe €ry, <0 ’ 0718 v, 428,
face recognition system for multi-spectral face images.
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The YCgCr color space was proposed for fast face cluding two luminance spaces. The recognition fate

segmentation [8]. This space produces another dchrom
ance component Cg instead of Cb. Moreover,
YCg'Cr' space was derived by rotating the CgCr plane
for face segmentation [9]. YCgCr and YCg'Cr' are de-
fined by

¥ o 20257 0504 0098°R° 46 °
Cg> 0317 0438 01206 §287  (9)
€ry, «0438 0366 0071n8 1y, £28y,
Cg Cgcos30® Crsin30® 48
(10)

Cr' Cgsin30°® Crcos30°® 80

4. Experimental Results and Discussions

In our experiments, we used the color FERET data-
base [10][11]. The database provides standardntgsti
subsets that constitute one gallery set (Fa) aneethr
probe sets (Fb, Dupl, and Dup2). The set Fb has fac
images with different facial expressions, while Dupl/
Dup?2 contain short/long-term aging faces additionally.

We made use of 194 Fa images as gallery set, while
194 Fb images were used as probe set 1, 269 Dupl im
ages as probe set 2, and 150 Dup?2 images as probe set
Other 386 face images were used to construct tenei
face space. Fig. 2 shows example faces for each data se
To remove the effect of background and hair stgear
tions, we cropped face region by excluding backgdoun
and hair regions. They were rescaled to 50x50 xelpi
and rotated to make the line between two eye-centers
horizontal. Each color component was normalized to
zero-mean and unit-variance.

Diverse color spaces including RGB, HSV, YCbCr,
and YCgCr were investigated in the PCA-based color
face recognition system. We also evaluated the perfor-
mance of the conventional eigenface method usirg on
luminance information. The luminance component image
were generated in two ways by two conversions,Y.e.
0.3R+0.5%G +0.1Bandl=(R+G+B)/3.

Fig. 3 illustrates the recognition rates when thenn
ber of features varies from 10 to 200, and Tabshdws
each maximum recognition rate in different spaces in-

(a) Fa (b) Fb (c) Dup1

(d) Dup2

Figure 2. Color FERET database: (a) a face image
in the Fa set used as the gallery, (b) a face image in
the Fb set as probe set 1, (c¢) faces in the Dupl set
as probe set 2, (d) faces in the Dup2 set as probe
set 3.
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defined by the ratio of the number of correct rettgns
the to the size of the probe set.
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(a) Gray level vs. Color
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(d) Probe set 3

Figure 3. Comparison of recognition rate in terms
of the number of features in different color spaces.



Table 1. Maximum recognition rates in various In this paper, we evaluated the PCA-based facegreco

spaces on probe sets 1, 2, and 3. nition algorithm in diverse color spaces and analyzed
their performance in terms of the recognition r&iepe-
Spaces Y I RGB SV| YCbQr YCg'Qr rimental results with plentiful face images showed that

color information is beneficial for face recogniti@and

the YCbCr and YCg'Cr' spaces are the most appropriate

0.599 0.5p5 0.643 0.651 0.695 spaces for face recognition. The YCbCr space is shown
L to be effective to facial expression variation, while

0507 0513 0867 0380 0620 YCg'Cr' is especially robust to aging faces.

Spaces | YUV| YIQ| HSV| HSI S| RSV Further works will focus on analysis of inter-color

correlation and investigation of illumination-invamt

color features for face recognition.

Probeset1 0.840 0.840 0.8/6 0.912 0.923 0.881
Probe set2 0.59
Probe set3 0.50

O

=

Probe set1 0.92

W

0.831 0.881 0.881 0.902 0.912

Probe set 2 0.65

=

0.576 0.6p2 0.599 0.632 0.628
0.467 0.5p0 0.507 0.%47  0.553

Probe set3 0.58

=)
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