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Abstract

We have developed a method that can discriminate
anomalous image sequences for more efficiently utiliz-
ing security videos. To match the wide popularity of se-
curity cameras, the method is independent of the cam-
era setting environment and video contents. We use
the spatio-temporal feature obtained by extracting the
areas of change from the video. To create the input
for the discrimination process, we reduce the dimen-
sionality of the data by PCA. Discrimination is based
on a 1-class SVM, which is a non-supervised learning
method, and its output is the degree of anomaly of
the sequence. In experiments we apply the method to
videos obtained by a network camera; the results show
the feasibility of indexing anomalous sequences from
security videos.

1 Introduction

The number of security video systems is increas-
ing rapidly. Many cameras are now present in public
spaces. The problem is that there is a shortage of per-
sonnel to check the enormous numbers of the captured
videos, so an automatic surveillance method that can
raise the efficiency of video checking is required. To
reduce the time and expense needed for manual con-
firmation, one effective approach is to tag sequences as
either normal or anomalous.

Identifying the change areas is important in anoma-
lous sequence detection. Change areas can be extracted
by background subtraction, however, when the back-
ground image cannot be taken because people move
continuously across the field of view or because the
background itself changes, the background has to be
estimated. Also, anomalous sequences contain not only
frames in which people keep moving but also frames in
which people stay still, so the object extraction method
must be able to extract anomalous sequences regard-
less of the actions of the people captured. For this
reason, we use a background estimation method with
a renewal equation; this equation controls the influence
of the prior background by setting a timing parameter.

After extracting the change areas, we have to dis-
criminate the anomalous samples by training. We take
the non-supervised approach, because in many cases of
anomaly detection, we don’t know what will be anoma-
lous in advance. There are a few methods that take the
non-supervised approach in detecting anomalies. One
is to make acceptable motion patterns by clustering,
and then use the clusters to detect anomalous events[1],
[2]. Unfortunately, the structures of clusters are some-
times complicated and not intuitive in discerning the
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Figure 1: Process of extracting the degree of anomal
from the input image sequence.

distribution of patterns. Another method is to learn
many samples and make a linear subspace[3][4]. Our
approach is based on a 1-class SVM, and we use its
output as the degree of anomaly of the sequence.

We have applied the method to videos contain-
ing long sequences of up to a few minutes, using
the feature produced from over a hundred frames for
discrimination[5]. However, in many cases, security
videos from real surveillance systems consists of a lot
of short video sequences of several minutes, since they
are captured when motion is detected by some motion
detection function of the camera. We have conducted
several experiments in which we applied the method to
those kind of videos using a feature extracted from just
15 frames for discrimination. The results show that the
degree of anomal extracted by our method allows the
addition of reasonable tags and so well reduces the vol-
ume of videos that must be reviewed.

2 Feature for anomaly extraction

The algorithm of our method is shown in Figure 1.
Features based on moving areas are effective for de-

tecting anomalies because the existence, or otherwise,
of moving objects is important information. To spec-
ify the kind of motion, a single frame of a sequence
that contains motion is insufficient. For this, we de-
rive a spatio-temporal feature. First, we extract the
moving areas in each frame. We then obtain a binary
image sequence in which each frame has a foreground
value of 1 and background value of 0. To obtain the
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Figure 2: Process of extracting the spatio-temporal fea-
ture. X is the number of the pixels in the image. N is
the number of frames.

binary image sequence, we create a background model
by analyzing the time sequences of each pixel as a mix-
ture distribution[6]; this approach can robustly extract
moving objects even if they remain stationary for an
appreciable time.

The sequence is divided into sets of a constant num-
ber of frames to yield the feature sets. To prevent the
problem that the dimensionality of the feature is too
high to input it directly into the 1-class SVM mod-
ule, we compress the dimensionality of the feature by
principal component analysis(PCA).

We detail how to obtain the binary image sequence
and the spatio-temporal feature below. Let the input
pixel at position (x, y) at time t be Xt(= I(x, y, t)).
The background at time t is modeled by k Gaussian
mixture distribution νk,t. Parameter Mk,t is defined as
having a value of 1 when Xt lies in the range of the
background distribution, and 0, otherwise. The value
of weight wk,t of νk,t is increased as Xt approaches the
center of the kth element distribution. Xt is estimated
as the background pixel and output pixel value X ′

t(=
I ′(x, y, t)) is set to 0 when Mk,t = 1. Parameters µt

and σt of distribution νk,t−1 are updated by adding
the value of Xt to νk,t−1 using equations (2) and (3).
In the equation (3), η is a Gaussian function. The
speed of updating is controlled by the value of α. Xt

is estimated as the foreground pixel and output pixel
value I ′(x, y, t) is set to 1 when Mk,t = 0. This yields
the binary image sequence I ′(x, y, t) (t = 1, 2, · · · , T ).

wk,t = (1 − α)wk,t−1 + α(Mk,t) (1)

µt = (1 − ρ)µt−1 + ρXt (2)

σt
2 = (1 − ρ)σt−1

2 + ρ(Xt − µt)
T (Xt − µt) (3)

ρ = αη(Xt|µk, σk)

After obtaining the binary image sequence, we consider
each image as a 1-D vector whose size is x × y (= X).

To make the following discrimination process effi-
cient, we reduce the size of X by applying PCA to
the sequence I ′(x, y, t). We use the first pth compo-
nent, and obtain the principal component feature se-
quence, F (t) (t = 1, 2, · · ·). After obtaining F (t), we

cut it into small sequences. We then create a set of
matrixes whose dimension is p × N , p is the size of
the dimensionally-reduced feature of the image , and
N is the length of each small sequence cut from the
whole sequence. We determine the matrix whose com-
ponents are F (t − N), F (t − (N − 1)), · · · , F (t) as the
feature(Figure 2).

3 Extracting Anomaly Level by 1-class
SVM

It is considered that outliers in the feature space are
anomalous samples. We treat the distance of the out-
lier from the region in which most samples lie as indi-
cating the degree of anomaly of the sample. To identify
these samples, we use a 1-class SVM, which is a non-
supervised learning method. The 1-class SVM maps
the outliers in the input space close to the origin of the
high dimensional feature space when using Gaussian

Kernel K(xi, x) = exp(− ||xi−x||2

σ2 ). We use equation4
as the discrimination function. To solve equation5, the
super plane discriminates the sample sets such that the
rate of ν of all sample sets lie below the origin. Here,
ν is set in advance.

f(x) = sign(ωΦ(x) − ρ) (4)

minw∈F,ξ∈Rn,ρ∈R

1

2
||ω||2 +

1

νn
Σiξi − ρ (5)

ωΦ(xi) ≤ ρ − ξi, ξi ≤ 0

Equations (2)，(3) are extended by using the Kernel
trick for the non-linear case to yield (6)，(7).

f(x) = sign(ΣiαiK(xi, x) − ρ) (6)

minα

1

2
Σi,jαiαjK(xi, xj) (7)

0 ≤ αi ≤
1

νn
, i = 1, · · · , n

Σn
i=1

αi = 1

A discrimination axis that maximizes the distance
of all samples from the origin is decided by the 1-
class SVM by optimizing equation (7). The samples
of constant rate ν, which is set in advance, become
outliers. In the feature space, as the distances be-
tween sample x and all other samples increases, value
ΣiαiK(xi, x) − ρ in function f(x) in equation (6) be-
comes smaller. Sample x is considered anomalous when
the value of ΣiαiK(xi, x) − ρ is negative, and in that
case, we use the scalar of |ΣiαiK(xi, x) − ρ|(= |g(x)|)
as the degree of anomaly. As |g(x)| increases, sam-
ple x is considered to be more anomalous. Since the
mapping process is non-linear, the size of g(x) does
not directly represent the distance between samples in
the original feature space. Scholkopf presented experi-
ments on two dimensional feature data. He found that
the discriminant boundary changes from the center of
the distribution to outside, like a contour line, when
ν is increased[7]. Our preliminary experiment using a
two dimensional small data set showed that there is
an order relation between the size of ν and the degree
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Figure 3: A frame of original video.

Figure 4: A binary image extracted by background
model estimation (extracted from the original image
of Figure 3)

of separation between the origin and x. The constant
value of σ must be set appropriately. The value of ν
indicates what percentage of all samples become out-
liers. The user sets ν according to the volume of videos
that the reviewer wants to examine.

4 Experiment

4.1 Video data

To estimate the performance of the proposed
method, we conducted an experiment using a security
video captured at an room entrance; a network camera
was set about 2m above the floor and angled to observe
people entering and leaving the room. The camera had
a motion detection function, so the videos consisted of
many cuts. In order to assess the proposed method, we
labeled all video sequences as either normal or anoma-
lous. To eliminate the impact of subjective decisions,
we simply define normal sequences as those in which
single people enter the room, otherwise anomal. The
anomalous sequences showed scenes wherein single or
multiple people entered or left the room. The video
consisted of jpeg images, each 160 × 120 pixels, stored
on a hard disk at the rate of 15 frames per second with
time codes. A sample frame of a cut is shown in Figure
3.

4.2 Feature Extraction

In binary image extraction, the number k of the el-
ement distribution of the mixture distribution model
was set to 5. The value α of equation (1) was set
to 0.01. A binary image sequence was extracted from
the original video. A sample of the binary image is
shown in Figure 4. Dimension size was reduced to 13
by taking the first 13 principal components of PCA
. The sequence was divided into sets of 15 frames to
yield the feature sets. The spatio-temporal feature,

(160×120(pixels))×15(frames), was extracted start-
ing from every 15th frame; 100 input features were ob-
tained.

The number of input features labeled anomalous was
30.

4.3 Anomaly Extraction

We used the LIBSVM1 package for SVM processing.
We decided the ν value to yield the desired volume of
anomalous cuts. The parameters set were ν = 0.2，
σ = 0.1. To decide parameter σ, we conducted an
experiment using small subsets of various σ values, ν
was held constant, and selected the value that yielded
the best performance.

4.4 Experimental Results

The result of sample frames from the sequences dis-
criminated as anomalous and normal are shown in Fig-
ure 5. It is considered that any input feature that
yielded a negative g(x) value was anomalous. The
results show that movement type was well discrimi-
nated is either normal or anomal. As a result, all se-
quences manually tagged as anomalous in section4.1
were present in the 20 highest degree of anomal se-
quences; the first 20 sequences (according to time code)
contained only 20% of the anomal sequences. This
shows that sorting sequences by their degree of anomal
is very efficient; the alternative is to check all se-
quences.

5 Conclusion

We proposed a method that can identify anoma-
lous sequences in output of security cameras. It is
characterized by the use of a spatio-temporal feature;
no heuristics is used. it is based on non-supervised
learning via a 1-class SVM and so does not need prior
labeled data. We use the discrimination function of
the 1-class SVM to identify anomalies. The proposed
method was applied to a video captured by a network
camera. The results show that the regions with high
degrees of anomaly contain the cuts labeled anoma-
lous. We can efficiently find minority movements by
sorting sequences by the degree of anomal as indicated
by our method. We intend to improve the algorithm
so that training is performed incrementally by adding
new samples to the original data set.
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Figure 5: Examples of normal and anomalous se-
quences. Sequences in which a single person is en-
tering the room are considered normal, all others are
anomal.(a) shows the anomalous sequences detected as
g(x) < 0. |g(x)| = 0.23, |g(x)| = 0.16, |g(x)| = 0.14,
from top to bottom. Those images show the sequences
in which a man is leaving the room, a man is go-
ing out with a cart, two men are walking in oppo-
site directions, each. (b)sequence labeled normal:
g(x) > 0 (g(x) = 0.11). The image shows a sequence
in which a man is leaving the room. This type of se-
quence is the majority of the input. (c)sequence la-
beled nomal but detected as anomal: |g(x)| = 0.004.
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